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Preface

Mathematicians are used to the notion of a subgroup of a group G as

a subset containing the identity that is closed under taking products

and inverses. However, it turns out that there are also circumstances

in which we encounter subsets that are merely ‘approximately closed’.

Such sets arise, for example, in the construction of expander graphs,

which are important in theoretical computer science, or in the study of

polynomial growth in geometric group theory, which in turn has links to

random walks and differential geometry. There are also numerous other

examples.

A priori, there are a number of different ways of defining approximate

closure. The notion that tends to arise in applications is that of small

doubling, which we introduce in Definition 1.1.1. A more sophisticated

and in some ways more tractable notion is the one that gives its name

to this book and to the theory: that of an approximate subgroup. We

introduce this in Definition 1.1.2. As we shall see, the two notions are

intimately linked, and in some sense ultimately interchangeable. The

aim of this book is to motivate and develop these notions in detail, with

a view to leaving the reader in a position to understand and add to their

growing literature, as well as to apply them elsewhere.

It turns out that the name approximate subgroup is justified by more

than its origins as a notion of approximate closure. Indeed, we shall see

in Sections 2.3 and 2.6 that many of the properties of approximate sub-

groups can be viewed as approximate versions of properties of ‘exact’

subgroups (as we will occasionally call genuine subgroups to empha-

sise their relationship to approximate subgroups). Understanding which

properties of exact subgroups persist when we pass to approximate sub-

groups, and to what extent they persist, is an important part of the

theory.

xi



xii Preface

A striking feature of the theory of approximate groups is the range

of fields that it uses and can be applied to. In this book alone we make

heavy use of tools and ideas from combinatorics, convex geometry, group

theory, representation theory and harmonic analysis, as well as touching

on notions from probability. There are also substantial results in the

literature on approximate groups that rest on algebraic group theory and

model theory, although in order to keep the book reasonably focused we

do not present these arguments here, instead directing the reader to the

relevant references. Moreover, in addition to the applications to expander

graphs and polynomial growth mentioned above, approximate groups

have been applied to sieve theory, additive combinatorics, differential

geometry and random walks, to name a few.

The applications of approximate groups are too numerous and diverse

to present comprehensively in this book. However, since the applicabil-

ity of approximate groups is one of their great selling points, it would

seem remiss not to include at least some of them. We shall therefore

go into some detail on certain applications to polynomial growth, and

to geometric group theory more generally, in Chapter 11. The choice to

present these particular applications rather than any others reflects my

own interests as much as anything. For a taste of some other applications

the reader may care to read Green’s survey article [33].

One final important feature of the theory of approximate groups is that

it is to some extent still being worked out. The elementary theory seems

to be rather settled, but essentially all of the deeper results appearing in

this book still have room for improvement. The book should therefore

be thought of as giving a snapshot of the current state of an active

research topic, rather than being a definitive description of its final form.

Indeed, one of the main aims of the book is to equip the next generation

of researchers with the tools and techniques that will enable them to

take the field further. I hope that in a few years’ time I will have the

opportunity to write a revised version incorporating improvements to

the theory made by the readers of the present version.
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Introduction

1.1 Introduction

As we described in the preface, the theory of approximate groups can be

thought of as describing those subsets of groups that are ‘approximately

closed’. We start by presenting a preliminary notion of approximate

closure: small doubling . Given two sets A,B inside a group G we define

their product set AB = {ab : a ∈ A, b ∈ B}. We also write A−1 for

the set of inverses of elements of A, and write An and A−n to denote

the iterated product sets defined recursively by A0 = {1}, An = AAn−1

and A−n = (A−1)n. The study of product sets began in the setting of

abelian groups, where one traditionally uses additive notation. Thus, if

G is abelian we define the sum set A+ B = {a+ b : a ∈ A, b ∈ B} and

the difference set A−B = {a− b : a ∈ A, b ∈ B}. We also write −A for

the set of inverses of elements of A, and write nA and −nA in place of

An and A−n, respectively.

To say that a finite set A is closed under taking products is then to

say that A2 = A. One way to define ‘approximate’ closure is to say that

A2 is not too much larger than A. To get a feel for what this might

mean in practice, let us consider for a moment what might be thought

of as ‘extremal’ or ‘typical’ for the size of A2. It is not difficult to see

what the extremal possibilities for |A2| are in terms of |A|: it is clear

that |A| ≤ |A2| ≤ |A|2, and in general neither bound can be improved.

Indeed, if A is a finite subgroup of G then |A2| = |A|, while if G is the

free group generated by A then |A2| = |A|2.

It turns out that the quadratic upper bound on the size of A2 is in fact

typical in some sense. For example, we show in Section 2.1 that if A is a

set of size k chosen uniformly at random from an interval {1, . . . , n} ⊂ Z
with n much larger than k then E[|A2|] is close to k2/2. This suggests

1



2 Introduction

that a ‘generic’ set A should have |A2| comparable to |A|2, and so it is

sets for which

|A2| = o(|A|2) (1.1.1)

that we should view as being ‘exceptional’.

The theory of approximate groups is essentially concerned with the

extreme case of (1.1.1) in which |A2| is linear in |A|, in the sense that

|A2| ≤ K|A| (1.1.2)

for some fixed K ≥ 1. Since (1.1.2) represents ‘non-random’ behaviour,

we can expect such sets to exhibit a certain amount of ‘structure’. One

of the principal aims of approximate-group theory, and of this book, is

to describe this structure in as much detail as possible.

Of course, one type of structure satisfying (1.1.2) is a finite subgroup,

for which we may even take K = 1. Another trivial example is if A

itself has size at most K. Let us reassure ourselves, though, that the

theory of sets satisfying (1.1.2) is more general than just the theory of

finite subgroups and ‘small’ sets. Indeed, it is easy to see that the set

A = {−n, . . . , n} ⊂ Z satisfies |A + A| ≤ 2|A|, and so the group Z
contains arbitrarily large finite sets of small doubling, even though it

contains no non-trivial subgroups. We will develop and generalise this

example in Chapter 3.

Since it is the key property that we will be investigating, we now give

a name to those sets satisfying (1.1.2).

Definition 1.1.1 (small doubling) Given a finite subset A of a group

we call the quantity |A|2/|A| the doubling constant of A. If the doubling

constant of A is at most a given constant K then we often say simply

that A is a set of doubling at most K, or even merely a set of small

doubling.

As we shall explain in some detail in Chapter 2, in some contexts,

and particularly in the case of non-abelian groups, it is convenient for

technical reasons to replace Definition 1.1.1 with a slightly stronger def-

inition, due to Tao, which gives its name both to this book and to the

theory.

Definition 1.1.2 (approximate group) A subset A of a group G is

said to be a K-approximate subgroup of G, or simply a K-approximate

group, if A−1 = A and 1 ∈ A, and if there exists X ⊂ G with |X| ≤ K

such that A2 ⊂ XA.
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Note in particular that a finite K-approximate group has doubling at

most K. The conditions A−1 = A and 1 ∈ A are largely for notational

convenience. On the one hand, assuming that A−1 = A avoids the need

to distinguish between positive and negative iterated products, allowing

us to replace an untidy-looking expression such as A2A−3AA−1A3 ∪
A−4A3A−1 with the more succinct A10, for example. On the other hand,

assuming that 1 ∈ A means that we have the nesting A ⊂ A2 ⊂ A3 ⊂
· · · , which is also convenient at times. The existence of X ⊂ G with

|X| ≤ K such that A2 ⊂ XA is more serious, however. Indeed, we

shall see in Chapter 2 that one can construct sets of bounded doubling

that fail to be K-approximate groups for arbitrarily large K, so being a

finite approximate group is strictly stronger than having small doubling.

However, when introducing the definition of approximate groups Tao

showed that the study of sets of small doubling nonetheless essentially

reduces to the study of approximate groups in a certain precise way; in

Theorem 2.5.6 we present a strengthening of this reduction that follows

from work of Petridis.

One specific advantage of Definition 1.1.2 over Definition 1.1.1 that

is worth emphasising at this point is that it applies without modifica-

tion to infinite subsets of groups. Indeed, there has recently begun to

emerge a theory of infinite approximate groups in certain particular con-

texts (see [6], for example). Nonetheless, the theory of finite approximate

groups is far more developed than the theory of infinite approximate

groups, and is the focus of this book.

In Chapter 2 we motivate and develop Definitions 1.1.1 and 1.1.2

in more detail, in particular deriving some of their elementary proper-

ties. In Chapter 3 we look in detail at some specific examples of sets of

small doubling and approximate groups. In the largest part of the book,

comprising Chapters 4–10, we prove a number of results describing the

structure of approximate subgroups in various classes of group. Finally,

in Chapter 11 we present some applications of approximate groups to

geometric group theory.

1.2 Historical Discussion

In this section we very briefly present the historical context of the ma-

terial of this book. We stress that this is designed to give the reader

an overall feel for the development of the theory, rather than to be a

comprehensive history.
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Much of the early progress on classifying sets of small doubling focused

on abelian groups. The theory was initiated in the 1960s by Freiman [26],

who in particular gave an essentially complete classification of sets of

small doubling in the integers. The theory was subsequently developed

considerably by Ruzsa, who amongst other things gave a simpler proof of

Freiman’s theorem [55]. Ruzsa’s work was brought to the attention of a

wider audience when Gowers [30, 31] applied it in his celebrated proof of

a theorem of Szemerédi [61] concerning arithmetic progressions in dense

sets of integers. In the mid 2000s, Green and Ruzsa [35] generalised

Freiman’s theorem to arbitrary abelian groups; we present their result

in Chapter 4.

Another important early result on abelian groups was the so-called

sum–product theorem of Bourgain, Katz and Tao [10]. This roughly

states that a subset of Fp cannot simultaneously have small additive

doubling and small multiplicative doubling, unless it is either very small

or already almost all of Fp. One of the tools used in the proof was a re-

sult from Gowers’s work on Szemerédi’s theorem, refining work of Balog

and Szemerédi and now often known as the Balog–Szemerédi–Gowers

theorem. We introduce this briefly as Theorem 2.1.5. We discuss sum–

product theorems further in Section 9.2.

At around the same time as Green and Ruzsa’s generalisation of

Freiman’s theorem, efforts began in earnest to generalise these concepts

and results to non-abelian groups. Some of the first work in this direc-

tion was by Helfgott [39], who showed that a generating subset of A of

SL2(Z/pZ) does not even satisfy the weaker version |A| ≤ c|A|1+ε of

(1.1.1), unless it is already close to the whole of SL2(Z/pZ). Amongst

the tools used by Helfgott were aspects of Ruzsa’s theory, the Bourgain–

Katz–Tao sum–product theorem, and the Balog–Szemerédi–Gowers the-

orem. Helfgott’s result is of particular interest because of its use by Bour-

gain and Gamburd [9] to construct so-called expander graphs, one of the

most celebrated applications of the theory.

The first systematic account of the elementary theory of sets of small

doubling in non-abelian groups was Tao’s foundational work [62]. This

work also introduced the notion of approximate groups and proved their

essential equivalence to small doubling (although as we note in Re-

mark 2.4.8 the definition of approximate groups was to some extent

anticipated by Green and Ruzsa). We present much of this material in

Chapter 2.

After Tao’s work there were a number of papers in fairly quick succes-

sion proving Freiman- or Helfgott-type results for various non-abelian
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groups, such as soluble groups (Tao [65]), free groups (Razborov [50]

and Safin [57]), torsion-free nilpotent groups (Breuillard–Green [12]),

and various linear groups (Breuillard–Green [13, 14] and Gill–Helfgott

[28]). We present some of these results in this book; for example, in

Chapter 6 we generalise the result of [12] to arbitrary nilpotent groups,

and in Chapter 9 we present the result of [13].

There has also been much subsequent work on generalising Helfgott’s

work and its applications to expansion, notably by Pyber and Szabó [49]

and Breuillard, Green and Tao [16]. We describe this briefly in an ap-

pendix to Chapter 11, but Tao’s book [66] already gives an excellent and

comprehensive account of this work, so we refer the interested reader to

that source for the details rather than repeating them here.

It turns out that many of the results discussed above are somewhat

reminiscent of a phenomenon seen in the related context of polynomial

growth. A subset A of a group exhibits polynomial growth if there exists a

polynomial p such that |An| ≤ p(n) for all n ∈ N. One slightly imprecise

but intuitively useful way of comparing this to Definition 1.1.1 is that

whilst Definition 1.1.1 says that A ‘grows slowly’ when it is multiplied

by itself once, polynomial growth means that A ‘grows slowly’ when it is

multiplied by itself any number of times. Moreover, a famous theorem of

Gromov describing the structure of sets of polynomial growth exploits

the easily checked fact that if A is such a set then there are infinitely

many n for which An has small doubling. Gromov’s theorem states that if

A has polynomial growth then the group generated by A has a nilpotent

subgroup of finite index (for readers unfamiliar with nilpotence, we give

a detailed introduction in Chapter 5). As we will see in this book, many

of the results listed above show that sets of small doubling in the groups

under consideration also have a significant amount of nilpotent structure

in some sense.

Helfgott and Lindenstrauss conjectured that these similarities between

Gromov’s theorem and results on sets of small doubling were not coinci-

dental, and that in fact an arbitrary approximate subgroup should have

a large amount of nilpotent structure in a precise sense. This was finally

proved in 2011 by Breuillard, Green and Tao [18]. Their result, which we

state in Chapter 7, essentially describes the structure of an arbitrary ap-

proximate group. It also leads to a refinement of Gromov’s theorem, and

in turn to various other applications to geometric group theory, some of

which we describe in Chapter 11.

We end this historical note by emphasising that the history of approx-

imate groups is still being written. In particular, the reader should not
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interpret the existence of the Breuillard–Green–Tao result as meaning

that the theory is complete. Indeed, whilst that result is very general,

as we explain in Chapter 7 its conclusion is rather imprecise in a partic-

ular, quantitative sense. Indeed, even the optimal classification of sets

of small doubling in abelian groups is not yet known, and, as we said in

the preface, essentially all of the results of this type that we present in

this book have room for improvement.

1.3 Bounds and Asymptotic Notation

The larger K is in Definitions 1.1.1 and 1.1.2, the weaker they become.

We can therefore expect that the structure of a set satisfying Defini-

tion 1.1.1 or 1.1.2 that we are able to obtain should become ‘rougher’

as K increases. A big part of the results we present will be to quantify

this increased ‘roughness’. For example, in Theorem 2.2.1 we show that

if A is a finite subset of a group satisfying Definition 1.1.1 with K < 3
2

then there exists a subgroup H such that A lies in a coset of H and

|A|/|H| ≥ 1/K. Thus, A is a ‘large’ proportion of a coset of a subgroup,

and the meaning of ‘large’ depends on K in a precise, quantified way.

At times, however, the precise expression we obtain in terms of K

is less important than the overall form it takes. For example, if one

result says that A is a subset of a certain structure H with |A|/|H| ≥
exp(−15K3+logK), and another says the same thing but with |A|/|H| ≥
K−17/100, the fact that the first bound is exponential but the second

is merely polynomial is far more important than the precise values of

the constants or exponents in these expressions. In this specific setting,

one might reasonably choose simply to say that there exist absolute

constants c, C > 0 such that |A|/|H| ≥ cK−C in the case of the first

result or |A|/|H| ≥ exp(−CKC) in the case of the second (to say that

a constant is absolute here means that it does not depend in any way

on A or K). We therefore deploy the some standard shorthand notation

to abbreviate bounds such as these in a way that emphasises the im-

portant ‘shape’ of the bound without the distraction of inconsequential

constants and exponents, as follows.

We follow the standard convention that if X,Y are real, variable quan-

tities then X � Y and Y � X each mean that there exists a constant

C > 0 such that X is always at most CY . Thus, for example, one may

write 10n2 � n3 for n ∈ N because, for example, 10n2 ≤ 10n3 for every
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n ∈ N. We call C the constant implicit in or implied by the � or �
notation.

The notation O(Y ) denotes a quantity that is at most a certain con-

stant multiple of Y , while Ω(X) denotes a quantity that is at least a

certain positive constant multiple of X. Thus, for example, we write

A ⊂ BO(1) to mean that there exists a constant C and a number m ≤ C
such that A ⊂ Bm, or say that a subgroup H is of index O(m) in G

to mean that there exists a constant C such that [G : H] ≤ Cm. Tech-

nically the O and Ω notation could be used to replace the � and �
notation, but we tend to opt for � and � where possible.

In the �,�, O,Ω notation, if the constant in question depends on

some other variable z then we indicate this with a subscript, for example

X �z Y or Oz(Y ).

The reader may find it a useful exercise to check that he or she has

understood the above notation by verifying that

KK ≤ exp(KO(1))

for K > 0, a bound that we use frequently in the book without explicit

mention.

Despite the importance of the bounds in many of the theorems we

prove, in a number of cases where we have the option to simplify an

argument at the expense of making the bounds worse we opt to do so,

a trade-off one would usually not make in a research paper, but which

suits the pedagogical aims of this book. Nonetheless, we always provide

references to arguments giving the best bounds the author is aware of.

1.4 General Notation

We assume familiarity with the basic concepts, definitions and results

from group theory that can be found in a book such as Hall [38] or

Robinson [51]. In particular, we assume familiarity with the definition

of a free group as given in [38, §7.1], for example.
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Here is a list of specific notation and definitions that we use in this

book.

• We write

N = {1, 2, . . .},
N0 = N ∪ {0},
[n] = {1, . . . , n},

[n]0 = {0, . . . , n},
[n]± = {−n, . . . , n}.

• We write C× for the set of non-zero complex numbers. Given a prime

p, we also write (Z/pZ)× for the set of non-zero elements of Z/pZ. In

each case these sets form groups under the operation of multiplication.

• Given a subset A of an abelian group and n ∈ N we define the dilate

n ·A via n ·A = {na : a ∈ A}.
• Given a subset A of a set X, we write 1A : X → {0, 1} for the indicator

function of A defined via

1A(x) =

{
1 if x ∈ A
0 if x /∈ A.

Given a function f : X → Y into some other set Y , we write f |A :

A→ Y for the restriction of f to A.

• Given x > 0 and c ∈ R we write logc x to mean (log x)c.

• We use expectation notation to write averages over finite sets. Specif-

ically, given a finite set X and a function f : X → C we define

Ex∈Xf(x) =
1

|X|
∑
x∈X

f(x).

• In general we write 1 for the identity element of any group. The main

exception to this is that we normally write abelian groups additively, in

which case we write 0 for the identity element. When we occasionally

use alternative symbols we always state this explicitly.

• Given two sets A,B, we write A ⊂ B to mean that A is a subset of B.

This allows the possibility that A = B. Given groups G,H, we write

H < G to mean that H is a subgroup of G, and HCG to mean that H

is a normal subgroup of G, again in each case allowing the possibility

that A = B. To indicate that A ⊂ B with no possibility of equality

we write A $ B.
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• We define the rank of a finitely generated group to be the size of the

smallest or joint-smallest generating set.

• Given a group G and a subset X ⊂ G we write 〈X〉 for the subgroup

of G generated by X. If X is written with braces then we drop the

braces when using the 〈 · 〉 notation, for example writing 〈x1, . . . , xr〉
instead of 〈{x1, . . . , xr}〉.

• Given a group G with a subgroup H < G, we write HG for the

normal closure of H in G, that is the smallest normal subgroup of G

containing H.

• We define the commutator [x, y] of two elements in a group G via

[x, y] = x−1y−1xy. We also indicate conjugation using exponents,

defining xy = y−1xy, and more generally Y x = {x−1yx : y ∈ Y }
for a subset Y ⊂ G.

• Let G be a group. Given a subgroup H < G, we denote by NG(H)

the normaliser of H in G; thus

NG(H) = {g ∈ G : Hg = H}.

Given a subset X ⊂ G, we denote by CG(X) the centraliser of X in

G; thus

CG(H) = {g ∈ G : [g, x] = 1 for every x ∈ X}.

Given, in addition, a normal subgroup N CG, we write

CG/N (X) = {g ∈ G : [g, x] ⊂ N for every x ∈ X}.

1.5 Miscellaneous Results

Here are some standard results that are too general to belong in any

particular chapter of this book, but useful to be able to refer to. Some

proofs are left as exercises, and some are outsourced to standard texts.

Theorem 1.5.1 (fundamental theorem of finitely generated abelian

groups [51, 4.2.10]) Let G be a finitely generated abelian group. Then

there exist r ∈ N0, primes p1, . . . , pr, and m0, . . . ,mr ∈ N0 such that

G ∼= Zm0 ⊕ Z/pm1
1 Z⊕ · · · ⊕ Z/pmrr Z.

Recall that a subgroup C of a group G is characteristic if ψ(C) = C

for every ψ ∈ Aut (G).

Lemma 1.5.2 Let C CN CG be groups such that N is normal in G

and C is characteristic in N . Then C is normal in G.
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Lemma 1.5.3 Let N,H CG be normal subgroups of a group G. Then

CG/N (H) is also normal in G.

Given a finite set X and functions f, g : X → C, translating the

Cauchy–Schwarz inequality into the expectation notation described in

the preface gives

|Ex∈Xf(x)g(x)|2 ≤ (Ex∈X |f(x)|2)(Ex∈X |g(x)|2). (1.5.1)

We also have |
∑
x∈X f(x)|2 = |

∑
x∈X 1X(x)f(x)|2, and so the usual

Cauchy–Schwarz inequality gives∣∣∣∣∣∑
x∈X

f(x)

∣∣∣∣∣
2

≤ |X|
∑
x∈X
|f(x)|2. (1.5.2)

Theorem 1.5.4 (Fubini’s theorem [5, Theorem 18.3]) Let f : Rd → R
be a measurable function, and suppose that∫

x∈Rd
|F (x)| dx <∞.

Then, viewing Rd as Rm × Rd−m, we have∫
x∈Rd

F (x) dx =

∫
x1∈Rm

∫
x2∈Rd−m

F (x1, x2) dx2 dx1

=

∫
x2∈Rd−m

∫
x1∈Rm

F (x1, x2) dx1 dx2.



2

Basic Concepts

2.1 Large Doubling of Random Sets of Integers

As we described in Chapter 1, the underlying aim of the theory of ap-

proximate groups is to understand the structure of subsets of groups

that have small doubling in the sense of Definition 1.1.1. The aims of

the present chapter are to motivate this definition, to give examples of

some situations where the structure of such sets can be described ele-

mentarily, and to develop some general theory.

We start by showing that appropriately defined random subsets of

integers tend to have very large doubling, so that Definition 1.1.1 does

indeed represent a significant restriction on the set A.

Proposition 2.1.1 Fix k ∈ N, and for each n ≥ k let Ak,n be a subset

of [n] of size k chosen uniformly at random. Then

lim inf
n→∞

E[|Ak,n +Ak,n|] ≥
k2

2 + 1
k

.

Remark 2.1.2 Write D(k) = max{|A + A| : A ⊂ Z, |A| = k}. We will

see in Exercise 2.2 that Proposition 2.1.1 implies

lim infn→∞ E[|Ak,n +Ak,n|]
D(k)

→ 1

as k → ∞. Thus Proposition 2.1.1 shows that ‘random subsets of [n]

have doubling asymptotically as large as possible’.

Our approach is to show that there are few quadruples (a, b, c, d) ∈
A×A×A×A satisfying

a+ b = c+ d.

We call such quadruples additive quadruples. To that end, we define the

11
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additive energy E(A) of a set A in an abelian group to be the total

number of additive quadruples in A×A×A×A; thus

E(A) = |{(a, b, c, d) ∈ A×A×A×A : a+ b = c+ d}|.

One can define analogously the multiplicative energy of a finite subset

of a non-abelian group; we refer the reader to [62, §4] or [68, §2.3] for a

general discussion of these notions.

Note that we have the trivial upper bound E(A) ≤ |A|3, since for

every triple (a, b, c) ∈ A×A×A there is at most one element d ∈ A such

that a + b = c + d. Moreover, this bound is attained in the case where

A is a finite group. In order to make the additive energy less dependent

on the size of A, we define the normalised additive energy ω(A) of A by

ω(A) =
E(A)

|A|3
.

Lemma 2.1.3 For every finite set A we have

|A+A|
|A|

≥ 1

ω(A)
.

Proof For each s ∈ A + A write r(s) = |{(a, b) ∈ A × A : a + b = s}|,
and note that∑

s∈A+A

r(s) = |A|2 and
∑

s∈A+A

r(s)2 = E(A).

The Cauchy–Schwarz inequality (1.5.2) therefore gives

|A|4 =

( ∑
s∈A+A

r(s)

)2

≤ |A+A|
∑

s∈A+A

r(s)2 = |A+A| · E(A),

which proves the lemma.

Lemma 2.1.4 Fix k ∈ N. Then

E[ω(Ak,n) ] ≤ 2k + 1 + o(1)

k2

as n→∞.

Proof We abbreviate A = Ak,n throughout. Writing Q for the set of

additive quadruples in [n]4 and p(q) = P[ q ∈ A×A×A×A ] for q ∈ Q,

note that

E[E(A) ] =
∑
q∈Q

p(q).
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Define subsets Q1, Q2, Q3, Q4, Q5, Q6 of Q by

Q1 = {(a, b, c, d) ∈ Q : a, b, c, d distinct}
Q2 = {(a, a, b, c) ∈ Q : a, b, c distinct}
Q3 = {(a, b, c, c) ∈ Q : a, b, c distinct}
Q4 = {(a, b, a, b) ∈ Q : a, b distinct}
Q5 = {(a, b, b, a) ∈ Q : a, b distinct}
Q6 = {(a, a, a, a) ∈ Q},

so that

E[E(A) ] =

6∑
i=1

∑
q∈Qi

p(q). (2.1.1)

For q ∈ Q1 we have p(q) ≤ (k/n)4; for q in Q2 or Q3 we have p(q) ≤
(k/n)3; for q in Q4 or Q5 we have p(q) ≤ (k/n)2; and for q in Q6 we

have p(q) = k/n. On the other hand, we have

|Q1| ≤ n3

|Q2| ≤ n2

|Q3| ≤ n2

|Q4| = n2 − n
|Q5| = n2 − n
|Q6| = n.

It follows that ∑
q∈Q1

p(q) ≤ k4/n∑
q∈Q2

p(q) ≤ k3/n∑
q∈Q3

p(q) ≤ k3/n∑
q∈Q4

p(q) ≤ k2∑
q∈Q5

p(q) ≤ k2∑
q∈Q6

p(q) = k,

and so (2.1.1) implies that

E[E(A) ] ≤
(
k4 + 2k3

n
+ 2k2 + k

)
.
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In particular, this means that

E[ω(A) ] ≤ 2k + 1 + o(1)

k2

as n→∞, as required.

Proof of Proposition 2.1.1 Abbreviating A = Ak,n, we have

E[|A+A|] ≥ kE
(

1

ω(A)

)
(by Lemma 2.1.3)

≥ k

E[ω(A) ]
(by Jensen’s inequality)

≥ k2

2 + 1
k + o(1)

(by Lemma 2.1.4),

and the proposition is proved.

We close this section with a further brief discussion of the relation-

ship between the additive energy of a set and its doubling constant.

Lemma 2.1.3 shows that sets of small doubling have to have large nor-

malised additive energy. The converse to this does not hold: if A ⊂ Z is

the union of an arithmetic progression of length n and a suitable ran-

dom set of size n then A will have large normalised additive energy by

Lemma 2.1.3, and also large doubling by Proposition 2.1.1. Note, how-

ever, that although this set A does not have small doubling, a large

subset of it does have small doubling. It turns out that this is a general

phenomenon, as is shown by the following result.

Theorem 2.1.5 (Balog–Szemerédi–Gowers) Let K ≥ 1. Let A be a

finite subset of an abelian group G, and suppose that ω(A) ≥ 1/K.

Then there exists a subset A′ ⊂ A satisfying |A′| � K−O(1)|A| and

|A′ +A′| � KO(1)|A′|.

When G = Z, the qualitative statement of Theorem 2.1.5 is due to

Balog and Szemerédi [2], and the bounds stated above were obtained by

Gowers [30, Proposition 12]. Although Theorem 2.1.5 is an extremely

useful result, we do not need it in this book, so we omit the full proof,

instead noting only that it follows from [68, Theorem 2.31] and Theo-

rem 2.3.1, below. We also note that Tao [62, Theorem 5.2] has obtained

a version of Theorem 2.1.5 for an arbitrary group G with additive energy

replaced by multiplicative energy.



2.2 Sets of Very Small Doubling 15

2.2 Sets of Very Small Doubling

Classifying the sets of doubling at mostK is difficult in general. However,

for very small values of K it turns out that one can solve the problem

completely using elementary combinatorial methods. To illustrate this,

and to give a feel for the kinds of results we will look to prove more

generally, in this section we prove the following theorem.

Theorem 2.2.1 (Freiman [27]) Let G be a group and let A ⊂ G be a

finite subset such that |A2| < 3
2 |A|. Then there exists a subgroup H with

|H| = |A2| such that for every a ∈ A we have A ⊂ aH = Ha.

The key takeaway from this result is that A is a large proportion of

a coset aH of a finite subgroup H, in the sense that A ⊂ aH with

|A| ≥ 1
K |aH|.

Remark Conversely, it is easy to see that if H is a finite subgroup of G

and x ∈ G, and if A ⊂ xH = Hx with |A| ≥ 1
K |H|, then |A2| ≤ K|A|.

Thus Theorem 2.2.1 gives a complete classification of the sets of doubling

less than 3
2 .

The proof we give of Theorem 2.2.1 is from Tao’s blog [64]. We begin

with the following lemma, where we identify the subgroup H and prove

a preliminary bound on its size.

Lemma 2.2.2 Let G be a group and let A ⊂ G be a finite subset such

that

|A2| < 3
2 |A|. (2.2.1)

Then H = A−1A is a subgroup of G. Moreover, H = AA−1 and |H| <
2|A|.

Proof Given a, b ∈ A, the bound (2.2.1) implies that |aA∩ bA| > 1
2 |A|,

and hence that there exist more than 1
2 |A| distinct pairs (w, x) ∈ A×A

such that aw = bx, and hence a−1b = wx−1. This implies in particular

that A−1A ⊂ AA−1, and also, replacing A by A−1, that AA−1 ⊂ A−1A

and hence A−1A = AA−1, as required. Moreover, since there are pre-

cisely |A|2 pairs (w, x) ∈ A×A, it also implies that

|A−1A| < |A|
2

1
2 |A|

≤ 2|A|,

as required.

Since A−1A is automatically symmetric, to show that it is a subgroup

it remains to prove that it is closed under the group operation. Given
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c, d ∈ A in addition to a and b, there are similarly more than 1
2 |A|

distinct pairs (y, z) ∈ A× A such that c−1d = yz−1, and so for at least

one of the pairs (w, x) and one of the pairs (y, z) we must have y = x.

This implies that a−1bc−1d = wz−1 ⊂ AA−1 = A−1A; since a, b, c, d are

all arbitrary elements of A, it follows that A−1A is indeed closed under

the group operation, as required.

In the next lemma we improve the bound on the size of H to that

required by Theorem 2.2.1.

Lemma 2.2.3 Let G be a group and let A ⊂ G be a finite subset such

that |A2| < 3
2 |A|. Set H = A−1A and let a ∈ A. Then A2 = aHa. In

particular, |H| = |A2|.

Proof We trivially have

A ⊂ aH ∩Ha, (2.2.2)

and so certainly A2 ⊂ aHa. To prove the reverse inclusion, let z ∈ aHa
be arbitrary. Since H is a subgroup of G by Lemma 2.2.2, z has |H|
representations of the form xy with x ∈ aH and y ∈ Ha. More than half

of these x are in A by Lemma 2.2.2 and (2.2.2), as are more than half

of these y, and so there must be at least one pair x ∈ aH and y ∈ Ha
such that z = xy and such that both x, y ∈ A, giving z = xy ∈ A2. It

follows that aHa ⊂ A2, and hence A2 = aHa, as claimed.

Proof of Theorem 2.2.1 The set H = A−1A is a subgroup of G by

Lemma 2.2.2. The fact that A ⊂ aH for every a ∈ A is trivial by

definition of H, and the fact that |H| = |A2| is given by Lemma 2.2.3.

It therefore remains to show that aHa−1 = H for every a ∈ A.

Lemma 2.2.2 implies that H = AA−1, and so for any given a ∈ A

we have Aa−1 ⊂ aHa−1 ∩ H, and hence |aHa−1 ∩ H| ≥ |A| > 1
2 |H|

by Lemma 2.2.2. Since the only subgroup of H of cardinality greater

than 1
2 |H| is H itself, it follows that aHa−1 = H, which is to say that

aH = Ha, as required.

2.3 Iterated Sum Sets and the Plünnecke–Ruzsa
Inequalities

In this section we present one of the fundamental tools in the study of

sets of small doubling in abelian groups, the so-called Plünnecke–Ruzsa
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inequalities. These inequalities essentially say that if an abelian set has

small doubling then it also has small tripling, small quadrupling, and so

on, as follows.

Theorem 2.3.1 (Plünnecke–Ruzsa inequalities) Let G be an abelian

group, and let A,B be finite subsets of G. Suppose that |A+B| ≤ K|A|.
Then |mB − nB| ≤ Km+n|A| for all non-negative integers m,n. In

particular, if |A + A| ≤ K|A| then |mA − nA| ≤ Km+n|A| for all non-

negative integers m,n.

In the next section we will illustrate the power of this theorem with an

immediate application. Before seeing this or even proving the theorem,

however, let us give a brief heuristic discussion of why one might expect

such a result to be useful.

Consider first what it means for a subgroup H < G to be closed under

products and inverses. Of course, it means that if h1, h2 ∈ H then h1h2,

h−1
1 and h−1

2 all belong to H. However, what is also vital is that this can

then be iterated, so that given any sequence h1, . . . , hm ∈ H and any

ε1, . . . , εm ∈ {±1} we have hε11 · · ·hεmm ∈ H.

Theorem 2.3.1 gives us a way to iterate similarly the ‘approximate

closure’ encoded in the small-doubling property, and thus to retain at

least some control over the expressions a1 + · · ·+ am − a′1 − · · · − a′n in

elements ai, a
′
j ∈ A. Indeed, we have a1 + · · · + am − a′1 − · · · − a′n ∈

mA− nA. Theorem 2.3.1 then shows on the one hand that mA− nA is

not too much bigger than A, and on the other that mA−nA is itself a set

of small doubling, in the sense that |2(mA−nA)| ≤ K2m+2n|mA−nA|.
Thus, when studying a set of small doubling in an abelian group, one

can perform any bounded sequence of group operations without leaving

the small-doubling regime, all the time remaining within a set that is

reasonably comparable to the set one started with. This is an important

part of why the theory of sets of small doubling works so well.

The fact that |A+A| ≤ K|A| implies that |mA| ≤ Km|A| for all m ∈ N
was first proved by Plünnecke [47]. This was subsequently rediscovered

and extended to Theorem 2.3.1 by Ruzsa [53, 54]. Part of the proof was

then dramatically simplified by Petridis [45], using the following lemma.

Lemma 2.3.2 (Petridis [45, Proposition 2.1]) Let A and B be finite

subsets of a group G, and let U ⊂ A be a non-empty subset of A that

minimises the ratio |UB|/|U |. Then, writing R = |UB|/|U |, for every

finite subset C ⊂ G we have

|CUB| ≤ R|CU |. (2.3.1)
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Proof We follow the exposition of Petridis’s argument given in Gowers’s

blog post [32] (which Gowers attributes partly to Balog). When C = ∅
both sides of (2.3.1) are zero and the lemma holds. We may therefore

assume that there exists some element x ∈ C. Writing C ′ = C \ {x}, we

may assume by induction that

|C ′UB| ≤ R|C ′U |. (2.3.2)

Writing W for the set of all u ∈ U such that xu ∈ C ′U , we have

CU = C ′U ∪ (xU \ xW ).

Since this is a disjoint union we may conclude that

|CU | = |C ′U |+ |U | − |W |. (2.3.3)

Now xW ⊂ C ′U by definition of W , so xWB ⊂ C ′UB. This implies

that

CUB ⊂ C ′UB ∪ (xUB \ xWB),

and hence that

|CUB| ≤ |C ′UB|+ |UB| − |WB|. (2.3.4)

However, |C ′UB| ≤ R|C ′U | by (2.3.2), and |UB| = R|U | by definition

of R. Moreover, |WB| ≥ R|W | (by minimality of |UB|/|U | if W 6= ∅,

or trivially if W = ∅), so we may conclude from (2.3.4) that |CUB| ≤
R(|C ′U |+ |U | − |W |), and hence from (2.3.3) that |CUB| ≤ R|CU |, as

required.

Armed with Lemma 2.3.2 we can easily deduce the following strength-

ening of a special case of Theorem 2.3.1.

Proposition 2.3.3 Let A and B be finite subsets of an abelian group

G, and let U and R be as in Lemma 2.3.2. Let n ∈ N. Then |U +nB| ≤
Rn|U |.

Proposition 2.3.3 says in particular that if |A + B| ≤ K|A| as in

Theorem 2.3.1 then, since R ≤ K by definition, we have |nB| ≤ Kn|A|,
which proves Theorem 2.3.1 in the case where we take only positive sums

of the set B.

Proof The case n = 1 holds by definition of R, so we may assume that

n ≥ 2 and, by induction, that

|U + (n− 1)B| ≤ Rn−1|U |. (2.3.5)
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Lemma 2.3.2 then implies that |U + nB| ≤ R|U + (n− 1)B|, and so the

desired inequality follows from (2.3.5).

To pass from Proposition 2.3.3 to Theorem 2.3.1 we use a fundamental

tool called the Ruzsa triangle inequality, one version of which runs as

follows.

Lemma 2.3.4 (Ruzsa triangle inequality [52]) Let U, V,W be subsets

of a group. Then there exists an injection ϕ : U × V −1W → UV ×UW .

In particular, if U, V,W are finite then |U ||V −1W | ≤ |UV ||UW |.

Proof We may define maps v : V −1W → V and w : V −1W → W in

such a way for every x ∈ V −1W we have x = v(x)−1w(x), and then

set ϕ(u, x) = (uv(x), uw(x)). To see that ϕ is injective, first note that

(uv(x))−1(uw(x)) = v(x)−1w(x) = x, so that x is uniquely determined

by ϕ(u, x), and then note that (uv(x))v(x)−1 = u, so that u is uniquely

determined by ϕ(u, x) and x.

Remark The term triangle inequality for Lemma 2.3.4 is motivated

by the fact that the conclusion |U ||V −1W | ≤ |UV ||UW | for all finite

U, V,W is equivalent to the statement that

log
|V −1W |
|V |1/2|W |1/2

≤ log
|U−1V |
|U |1/2|V |1/2

+ log
|U−1W |
|U |1/2|W |1/2

(simply apply Lemma 2.3.4 with U−1 in place of U). The quantity

log |V −1W |
|V |1/2|W |1/2 is often referred to in the literature as the Ruzsa dis-

tance d(V,W ) between V and W , and in some sense represents how ‘in-

compatible’ the multiplicative structures of V and W are. Lemma 2.3.4

therefore says that if U is ‘somewhat compatible’ with both V and W

then V and W must be ‘somewhat compatible’ with one another. Note

that this is not a true metric, since d(V,W ) = 0 when V and W are two

cosets of the same subgroup, and d(V, V ) 6= 0 when V is not a coset of

a subgroup.

Proof of Theorem 2.3.1 Let U and R be as in Lemma 2.3.2. It follows

from Lemma 2.3.4 that |U ||mB − nB| ≤ |U +mB||U + nB|, and hence

from Proposition 2.3.3 that |U ||mB − nB| ≤ Rm+n|U |2, or equivalently

that |mB − nB| ≤ Rm+n|U |. The theorem then follows from the fact

that R ≤ K and |U | ≤ |A|.
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2.4 Ruzsa’s Covering Argument

This section serves a number of connected purposes. One is to follow

up Theorem 2.2.1 with another special setting in which we can quickly

classify all the sets of small doubling, and hence add to the reader’s

sense of the kind of result we are aiming to prove in this book and this

subject.

Theorem 2.4.1 (Ruzsa) Let p be a prime, let n ∈ N, and let A be a

finite subset of the vector space Fnp . Suppose that |A+A| ≤ K|A|. Then

there exists a subspace H of Fnp of cardinality at most pK
4

K2|A| such

that A ⊂ H.

Remark Theorem 2.4.1 is not entirely satisfactory, in that the bound

pK
4

K2 becomes increasingly bad as p → ∞. In Theorem 4.1.2 we will

obtain, with considerably more effort and at the expense of placing A

inside more general sets than subspaces, a similar result in which the

bounds are uniform over all abelian groups.

However, perhaps the main purpose of this section is to highlight the

use of two fundamental tools in the proof of Theorem 2.4.1. The first

of these tools is the Plünnecke–Ruzsa inequalities, which we stated and

proved in the last section. We have already given some philosophical

justification for the importance of these inequalities; Theorem 2.4.1 will

now give a concrete illustration of it.

The second tool we wish to highlight, and which is the main focus

of this section, is a technique called covering. This technique was intro-

duced by Ruzsa, in fact in the proof of Theorem 2.4.1. As we shall see

very shortly, covering allows us to prove the following slightly weakened

version of Theorem 2.4.1.

Proposition 2.4.2 (Ruzsa [56]) Let A be a finite subset of the vector

space F∞p , and suppose that |2A − 2A| ≤ K|A|. Then there exists a

subspace H of F∞p of cardinality at most pK |A − A| such that A ⊂ H.

In particular, |H| ≤ pKK|A|.

It is then a straightforward matter to combine this with the Plünnecke–

Ruzsa inequalities to prove Theorem 2.4.1, as follows.

Proof of Theorem 2.4.1 Theorem 2.3.1 implies that |2A−2A| ≤ K4|A|
and |A − A| ≤ K2|A|, and so the result follows from Proposition 2.4.2.
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It also turns out that the covering argument we use to prove Proposi-

tion 2.4.2 can be used to deduce the following corollary, which for large

m is a significant improvement on the bound given by the Plünnecke–

Ruzsa inequalities.

Corollary 2.4.3 (Green–Ruzsa [34]) Let G be an abelian group, and

let A be a finite subset of G. Suppose that |A + A| ≤ K|A|. Then for

every m ∈ N we have |mA| ≤ K2mK4 |A|.

We therefore also take the opportunity to prove this corollary, giving

a further illustration of the power of covering.

The most basic covering result, which underlies the general principle

of covering, is the following powerful observation of Ruzsa.

Lemma 2.4.4 (Ruzsa’s covering lemma) Let A and B be finite subsets

of some group. If |AB|/|B| ≤ K then there exists a subset X ⊂ A with

|X| ≤ K such that A ⊂ XBB−1. Indeed, these properties are satisfied by

taking X to be a subset of A that is maximal with respect to the property

that the translates xB with x ∈ X are all disjoint.

Proof The disjointness of the translates xB implies that |XB| = |X||B|,
and since X ⊂ A we have |XB| ≤ |AB|, and so |X| ≤ K as claimed. To

prove that A ⊂ XBB−1, note that if a ∈ A then by the maximality of X

there exists x ∈ X such that aB and xB have non-empty intersection,

which implies in particular that a ∈ xBB−1.

Remark 2.4.5 Essentially the same proof shows that if |BA|/|B| ≤ K

then there exists a subset Y ⊂ A with |Y | ≤ K such that A ⊂ B−1BY .

Alternatively, note that if |BA|/|B| ≤ K then |A−1B−1|/|B−1| ≤ K,

and so Lemma 2.4.4 implies that there exists a set X ⊂ A−1 of size at

most K such that A−1 ⊂ XB−1B, and hence A ⊂ B−1BX−1. We may

therefore take Y = X−1.

The term ‘covering’ comes from the fact that Lemma 2.4.4 says that

A can be covered by a few translates of BB−1. More generally, the

term ‘covering argument’ tends to refer to any argument in which one

starts with a hypothesis of the form |A| ≤ K|B| for some sets A,B, and

strengthens this to a statement of the form ‘A is covered by at most

OK(1) translates of B’.

Covering enters the proof of Proposition 2.4.2 via the following lemma.
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Lemma 2.4.6 (Ruzsa) Let A be a finite subset of a group and suppose

that |A−1A2A−1| ≤ K|A|. Then there exists X ⊂ A−1A2 with |X| ≤ K

such that A−1An ⊂ Xn−1A−1A for every n ∈ N.

Remark 2.4.7 In particular, if |A−1A2A−1| ≤ K|A| then |An| ≤ Kn|A|
for every n ∈ N.

Proof It follows from Lemma 2.4.4 that there exists X ⊂ A−1A2 with

|X| ≤ K such that

A−1A2 ⊂ XA−1A. (2.4.1)

For n > 3, we therefore have

A−1An = A−1An−1A

⊂ Xn−2A−1A2 (by induction on n)

⊂ Xn−1A−1A (by (2.4.1)),

as claimed.

Proof of Proposition 2.4.2 Lemma 2.4.6 implies that there exists a set

X ⊂ F∞p of size at most K such that for every n we have nA − A ⊂
(n−1)X+A−A; in particular, we have 〈A〉 ⊂ 〈X〉+A−A. Since |X| ≤ K
we have |〈X〉| ≤ pK , and so we conclude that |〈A〉| ≤ pK |A − A|. The

theorem then follows from taking H = 〈A〉.

Proof of Corollary 2.4.3 Theorem 2.3.1 implies that |2A−2A| ≤ K4|A|,
and so Lemma 2.4.6 implies that there is a set X ⊂ G of size at

most K4 such that mA − A ⊂ (m − 1)X + A − A, and hence |mA| ≤
|(m− 1)X||A−A|, which is in turn at most K2|(m− 1)X||A| by Theo-

rem 2.3.1. Writing X = {x1, . . . , xr}, we have

(m− 1)X ⊂ {`1x1 + · · ·+ `rxr : 0 ≤ `i ≤ m− 1},

and hence |(m− 1)X| ≤ mr ≤ mK4

, and the result follows.

Astute readers will have noticed that the conclusion of Lemma 2.4.6,

and particularly the step (2.4.1) in its proof, are somewhat reminiscent

of the definition of an approximate group. Lemma 2.4.6 can indeed be

thought of as the first point in this book at which approximate groups,

as opposed to small doubling, begin to play a role behind the scenes.

Exercise 2.7 makes this role slightly more explicit.

Remark 2.4.8 In Green and Ruzsa’s paper [34], which contains Corol-

lary 2.4.3, the authors explicitly make the point that results such as
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Lemma 2.4.6, Proposition 2.4.2 and Corollary 2.4.3 illustrate the util-

ity of having a ‘covering’ property such as (2.4.1) rather than merely a

bound on the size of a sum or product set. Since that paper and these

results all pre-date the definition of an approximate group, it therefore

seems fair to say that Green and Ruzsa anticipated that definition to

some extent.

2.5 Small Tripling and Approximate Groups

The case m = n = 1 of Theorem 2.3.1 generalises without difficulty to

non-abelian groups, as follows.

Lemma 2.5.1 Let G be an arbitrary group, and suppose that A ⊂ G

is a finite subset satisfying |A2| ≤ K|A|. Then |A−1A| ≤ K2|A| and

|AA−1| ≤ K2|A|.

Proof The fact that |A−1A| ≤ K2|A| follows from applying Ruzsa’s

triangle inequality, Lemma 2.3.4, with U = V = W = A. The fact

that |AA−1| ≤ K2|A| then follows from the first part with A−1 in place

of A.

Unfortunately, however, the following example shows that Theorem

2.3.1 does not carry over to non-abelian groups in general.

Example 2.5.2 Let H be a finite group, and let G = H ∗ 〈x〉, the

free product of H and the infinite cyclic group with generator x. Set

A = H ∪ {x}. Then |A2| ≤ 3|A|, but A3 contains HxH, which has size

|H|2, which is comparable to |A|2.

It turns out that we can rectify this by slightly strengthening the

assumption of small doubling. One possible strengthening is to assume

|A3| ≤ K|A| in place of |A2| ≤ K|A|, as follows.

Proposition 2.5.3 Let A be a subset of a group, let m ≥ 3 and let

ε1, . . . , εm ∈ {±1}. Suppose that |A3| ≤ K|A|. Then |Aε1 · · ·Aεm | ≤
K3(m−2)|A|. If A is symmetric then |Am| ≤ Km−2|A|.

Proof Replacing K by K1/3 in the asymmetric statement, both state-

ments become |Aε1 · · ·Aεm | ≤ Km−2|A|.
Once we have the m = 3 case, the other cases are straightforward

applications of the Ruzsa triangle inequality. Indeed, given m ≥ 4 we

have

|A||Aε1 · · ·Aεm | ≤ |AA−ε2A−ε1 ||AAε3 · · ·Aεm |
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by Lemma 2.3.4, and hence, by the case m = 3 and induction,

|Aε1 · · ·Aεm | ≤ |A|−1K|A| ·Km−3|A|
= Km−2|A|,

as required.

The case m = 3 is true by assumption in the symmetric case, but

requires a proof in the asymmetric case. Again, we make repeated use

of the Ruzsa triangle inequality. First, we have |A−3| = |A3| ≤ K1/3|A|
by assumption. Applying Lemma 2.3.4 with U = W = A and V = A2,

we obtain

|A||A−2A| ≤ |A3||A2| ≤ K2/3|A|2,

and hence |A−2A| ≤ K2/3|A|. Since (A−2A)−1 = A−1A2, we also have

|A−1A2| ≤ K2/3|A|, and then applying these last two bounds to A−1

instead of A gives |A2A−1| ≤ K2/3|A| and |AA−2| ≤ K2/3|A|. Applying

Lemma 2.3.4 with U = V = A and W = AA−1 then gives

|A||A−1AA−1| ≤ |A2||A2A−1| ≤ K|A|2,

and hence |A−1AA−1| ≤ K|A|. Finally, applying this last bound to A−1

instead of A gives |AA−1A| ≤ K|A|. This proves the m = 3 case of the

asymmetric statement, completing the proof of the proposition.

Proposition 2.5.3 motivates the following definition.

Definition 2.5.4 (small tripling) Given a finite subset A of a group

we call the quantity |A|3/|A| the tripling constant of A. If the tripling

constant of A is at most a given constant K then we often say simply

that A is a set of tripling at most K, or even merely a set of small

tripling.

Another possible way to strengthen the notion of small doubling,

hinted at already by Remark 2.4.7 and the proof of Lemma 2.4.6, is to

replace small doubling with the notion of being an approximate group.

Indeed, as in the proof of Lemma 2.4.6, a straightforward induction

shows that if A2 ⊂ XA then An ⊂ Xn−1A for every n ∈ N, and so if A

is a K-approximate group then

|An| ≤ Kn−1|A|. (2.5.1)

The following result, a version of which was first proved by Tao [62,

Corollary 3.11], shows that these two possible strengthenings are essen-

tially equivalent.
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Proposition 2.5.5 Let A be a finite subset of an arbitrary group. If A

is a K-approximate group then A has tripling at most K2. Conversely,

if A has tripling at most K then there exists an O(K9)-approximate

group B containing A and satisfying |B| ≤ 7K2|A|. Indeed, we may take

B = (A ∪ {1} ∪A−1)2.

Proof If A is a K-approximate group then its tripling constant is at

most K2 by (2.5.1). Conversely, suppose that A has tripling at most K.

Abbreviating Â = A ∪ {1} ∪A−1 and taking B = Â2, we have

B = {1} ∪A ∪A−1 ∪A2 ∪A−2 ∪AA−1 ∪A−1A. (2.5.2)

Each of the sets in this union has size at most K2|A| by Lemma 2.5.1,

so |B| ≤ 7K2|A| claimed. To show that B is an approximate group, first

note that

Â3 =
⋃

εi∈{−1,0,1}

Aε1Aε2Aε3 .

Proposition 2.5.3 implies that |Aε1Aε2Aε3 | ≤ K3|A| for all choices of

εi ∈ {−1, 0, 1}, and so it follows that

|Â3| ≤ O(K3)|A|

≤ O(K3)|Â|.

It therefore follows from Exercise 2.7 that (A∪{1}∪A−1)2 is an O(K9)-

approximate group, as claimed.

It turns out that replacing the condition of small doubling with that

of small tripling or being an approximate group essentially loses no gen-

erality even in the non-abelian setting, despite Example 2.5.2. Indeed,

that example gives a clue as to why this is. Although the set A presented

there does not have small tripling, a large subset of it, namely H, does

have small tripling, and is even an approximate group; A is thus in some

sense an approximate group up to a small error. In fact, this turns out to

be a general property, thanks to the following result, which strengthens

an earlier similar result proved by Tao when he introduced the notion

of an approximate group in [62].

Theorem 2.5.6 Let A be a finite subset of a group G and suppose that

|A2| ≤ K|A|. Then there exists a subset U ⊂ A with |UA| ≤ K|U | such

that |U | ≥ |A|/K and |Um| ≤ Km−1|U | for every m ∈ N. Moreover,

writing Û = U ∪{1}∪U−1, the set Û2 is an O(K24)-approximate group

of size at most 7K2|A|, and there exist sets X,Y ⊂ A of size at most K2

such that A ⊂ XÛ2 ∩ Û2Y .
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Thus, if A has small doubling then a large proportion of A is a set U

of small tripling, and A can be covered by a few left translates or a few

right translates of some O(KO(1))-approximate group Û2 that is not too

much larger than A.

Proof Let U be a non-empty subset of A that minimises the ratio

|UA|/|U |, noting that

|UA| ≤ K|U | (2.5.3)

as required. Note also that |UA| ≥ |A|, which combines with (2.5.3) to

prove that

|U | ≥ |A|/K, (2.5.4)

as required. It follows from Lemma 2.3.2 that for every m ∈ N we have

|UmA| ≤ K|Um|, but since U ⊂ A this implies that |Um+1| ≤ K|Um|,
from which it follows by induction that |Um| ≤ Km−1|U | for every

m ∈ N, as required.

Remark 2.4.5 and (2.5.3) combine to imply that there exists a set

Y ⊂ A of size at most K such that A ⊂ U−1UY . Since

|AU | ≤ |A2| (because U ⊂ A)

≤ K|A| (by assumption)

≤ K2|U | (by (2.5.4)),

Lemma 2.4.4 also implies that there exists a setX ⊂ A of size at mostK2

such that A ⊂ XUU−1. In particular, A ⊂ XÛ2∩Û2Y , as required. The

set U has tripling at most K2, so Proposition 2.5.5 implies that Û2 is

an O(K24)-approximate group, as required. Finally, abbreviating Â =

A ∪ {1} ∪A−1, we have

|Û2| ≤ |Â2| (since U ⊂ A)

≤ 7K2|A| (by (2.5.2) and Lemma 2.5.1),

as required.

Remark The commutativity of G in Proposition 2.3.3 allowed us to

bound iterated sum sets of B by induction, whereas in the proof of the

first part of Theorem 2.5.6 above we were only able to bound powers

of U .

We close this section by revisiting Example 2.5.2. The reason the

set A there failed to have small tripling was because of the existence

of an element x ∈ A for which AxA was large. It turns out that this
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is the only possible obstruction to a set of small doubling having small

tripling, thanks to the following result, which again is originally due to

Tao but in which the explicit bounds are due to Petridis.

Theorem 2.5.7 ([45, Theorem 1.6]) Let A be a finite subset of a group,

and suppose that |A2| ≤ K1|A| and |AxA| ≤ K2|A| for every x ∈ A.

Then for every m ≥ 3 we have |Am| ≤ K8m−17
1 Km−2

2 |A|.

We do not use Theorem 2.5.7 in this book, so we direct the reader to

Petridis’s paper for its proof.

2.6 Stability of Approximate Groups under Basic
Operations

Two familiar properties of exact subgroups is that they behave well un-

der group homomorphisms and intersections, for example in the sense

that the intersection of two subgroups is another subgroup. In this sec-

tion we show that approximate groups and sets of small tripling also

behave well under group homomorphisms and intersections.

The fact that a homomorphic image of an approximate subgroup is

again an approximate subgroup is trivial: given A,X ⊂ G and a ho-

momorphism π : G → Γ, say, if A2 ⊂ XA then |π(X)| ≤ |X| and

π(A)2 ⊂ π(X)π(A). For sets of small tripling we have the following

result.

Proposition 2.6.1 (stability of small tripling under group homomor-

phisms) Let G,Γ be groups, let π : G → Γ be a homomorphism, let

A ⊂ G be a finite symmetric set, and let m ∈ N. Then

|π(A)m|
|π(A)|

≤ |A
m+2|
|A|

.

In particular, if |A3| ≤ K|A| then

|π(A)3| ≤ K3|π(A)|

by Proposition 2.5.3.

We prove Proposition 2.6.1 following Helfgott [40, Lemma 7.4]. We

start with the following observation.

Lemma 2.6.2 Let G be a group with a subgroup H, and let π : G →
G/H be the quotient map. Suppose that A is a finite symmetric subset of
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G. Then A is contained in the union of |π(A)| left translates of A2 ∩H.

In particular,

|A2 ∩H| ≥ |A|
|π(A)|

.

Note that there is no assumption that H is normal.

Proof If xH is a coset of H containing at least one element of A then

we may assume without loss of generality that x ∈ A. If a is an arbitrary

element of A ∩ xH then there exists h ∈ H such that a = xh. It follows

that h = x−1a ∈ A2, and hence h ∈ A2 ∩H, and so a ∈ x(A2 ∩H) and

the lemma is satisfied.

The complement to Lemma 2.6.2 in the proof of Proposition 2.6.1 is

the following lemma.

Lemma 2.6.3 Let m,n ∈ N. Let G be a group with a subgroup H,

and let π : G → G/H be the quotient map. Suppose that A is a finite

symmetric subset of G. Then |π(Am)||An ∩H| ≤ |Am+n|.

Proof Define a map ϕ : π(Am)→ Am by choosing, for each x ∈ π(Am),

an element ϕ(x) ∈ Am such that π(ϕ(x)) = x. We then have

ϕ(π(Am))(An ∩H) ⊂ Am+n

by definition of ϕ, and

|ϕ(π(Am))(An ∩H)| = |ϕ(π(Am)||An ∩H|
= |π(Am)||An ∩H|,

because ϕ(π(Am)) contains at most one element in each left coset of H.

The result follows.

Proof of Proposition 2.6.1 Lemma 2.6.2 implies that

|A2 ∩ kerπ| ≥ |A|
|π(A)|

,

whilst Lemma 2.6.3 implies that

|π(Am)||A2 ∩ kerπ| ≤ |Am+2|.

The result follows.

We now come onto results about intersections, starting with the fol-

lowing.
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Proposition 2.6.4 (stability of small tripling under intersections with

subgroups) Let A be a finite symmetric subset of a group G containing

the identity, and let H be a subgroup of G. Then

|Am ∩H|
|A2 ∩H|

≤ |A
m+1|
|A|

for every m ∈ N. In particular, if |A3| ≤ K|A| then

|(Am ∩H)3| ≤ K3m−1|Am ∩H|

for every m ≥ 2 by Proposition 2.5.3.

Proof Fix m ∈ N and write π : G → G/H for the quotient map.

Then Lemma 2.6.2 then implies that |A2 ∩ H| ≥ |A|/|π(A)|, whilst

Lemma 2.6.3 implies that |Am ∩H| ≤ |Am+1|/|π(A)|.

In a similar direction, in Exercise 2.10 we invite the reader to show

that if A and B are sets of small tripling in a group then A2 ∩B2 is also

a set of small tripling.

Finally, we show that approximate subgroups behave well under in-

tersections.

Proposition 2.6.5 (stability of approximate groups under intersec-

tions) Let A be a K-approximate subgroup of a group G and B an

L-approximate subgroup of G. Then for every m,n ≥ 2 the set Am ∩Bn
is covered by at most Km−1Ln−1 left translates of A2∩B2. In particular,

Am ∩ Bn is a K2m−1L2n−1-approximate group, and if H is a subgroup

of G then Am ∩H is a K2m−1-approximate group.

The proof of Proposition 2.6.5 rests on the following fact.

Lemma 2.6.6 Let x, y be elements of a group G and let A,B be

symmetric subsets of G such that xA ∩ yB 6= ∅. Then there exists

z ∈ xA ∩ yB such that xA ∩ yB ⊂ z(A2 ∩B2).

Proof If there exists z = xa = yb with a ∈ A and b ∈ B then xA∩ yB ⊂
z(a−1A ∩ b−1B) ⊂ z(A2 ∩B2).

Proof of Proposition 2.6.5 The set Am is covered by Km−1 left trans-

lates of A, whilst the set Bn covered by Ln−1 left translates of B, and

so Am ∩Bn is covered by at most Km−1Ln−1 sets of the form xA∩ yB.

The result therefore follows from Lemma 2.6.6.

We invite the reader to show in Exercise 2.11 that Propositions 2.6.5

and 2.6.4 fail if m = 1 or n = 1.
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2.7 Freiman Homomorphisms

Let G be a group, and let A be a finite subset of G. It is clear that in

order to study the doubling of A it is sufficient to restrict attention to

the subgroup 〈A〉 generated by A. For example, if 〈A〉 is abelian we can

use abelian techniques to study A+A, even if the larger group G is not

abelian.

It turns out that we can take this slightly further. For example, if

A = {−n, . . . , n} ⊂ Z then 〈A〉 = Z, but we do not really need to

consider the whole of Z in order to understand the set A + A. Indeed,

given a prime p ≥ 10n, say, if we define instead A = {−n, . . . , n} ⊂ Z/pZ
then the set A+ A looks exactly the same as it did when we defined A

as a subset of Z. In particular, its doubling constant is the same in each

case. Thus, from the point of view of its doubling, it does not matter

whether the set A is viewed as being a subset of Z or a subset of Z/pZ,

provided p is large enough not to interfere with A+A.

Of course, the set A = {−n, . . . , n} ⊂ Z/pZ is a homomorphic image

of {−n, . . . , n} ⊂ Z, but even this will not always give a means of passing

between ‘equivalent’ sets in different groups. For example, if p′ is some

other large prime then there are no non-trivial group homomorphisms

between Z/pZ and Z/p′Z, but the set A′ = {−n, . . . , n} ⊂ Z/p′Z is still

equivalent to A in some sense.

The tool that allows us to pass between A and A′ in this case is the

Freiman homomorphism.

Definition 2.7.1 (Freiman homomorphism) Let A and B be subsets

of groups, and let k ∈ N. Then a map ϕ : A → B is a Freiman ho-

momorphism of order k, or a Freiman k-homomorphism, if whenever

x1, . . . , xk, y1, . . . , yk ∈ A satisfy

x1 · · ·xk = y1 · · · yk

we have

ϕ(x1) · · ·ϕ(xk) = ϕ(y1) · · ·ϕ(yk).

If 1 ∈ A and ϕ(1) = 1 then we say that ϕ is centred. If ϕ is a bi-

jective Freiman k-homomorphism and its inverse is also a Freiman k-

homomorphism, we say that ϕ is a Freiman isomorphism of order k, or

a Freiman k-isomorphism. If ϕ is a Freiman k-isomorphism then the set

ϕ(A) is called a Freiman k-model of A.
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Remark Every map is trivially a Freiman 1-homomorphism, so it is

the cases k ≥ 2 that are meaningful. More generally, the property of

being a Freiman k-homomorphism gets stronger as k increases. Indeed,

let ϕ : A→ B be a Freiman k-homomorphism. Assuming without loss of

generality that A 6= ∅, we may pick an arbitrary element a ∈ A, and then

given m < k and x1, . . . , xm, y1, . . . , ym ∈ A with x1 · · ·xm = y1 · · · ym
we also have x1 · · ·xmak−m = y1 · · · ymak−m, from which it easily follows

that ϕ(x1) · · ·ϕ(xm) = ϕ(y1) · · ·ϕ(ym).

The equivalence of the sets A and A′ defined above is captured for-

mally by the fact that they are Freiman 2-isomorphic to one another. In

Chapter 3 and particularly Chapter 4 we will make heavy use of the fact

that subsets of infinite groups can in principle have Freiman-isomorphic

images in finite groups.

We now present some basic properties of Freiman homomorphisms.

We leave the proofs as exercises.

Lemma 2.7.2 (basic properties of Freiman homomorphisms) Let A,

B and C be subsets of groups, and let k ∈ N. Then the following hold.

(i) If ϕ : A→ B and ψ : B → C are Freiman k-homomorphisms then

so is the composition ψ ◦ ϕ : A→ C.

(ii) If ϕ : A→ B is a centred Freiman 2-homomorphism and a, a−1 ∈
A then ϕ(a−1) = ϕ(a)−1.

(iii) If H,G are groups and ϕ : H → G is a centred Freiman 2-

homomorphism then ϕ is a group homomorphism.

(iv) Conversely, if ϕ : A → B is the restriction of a group homomor-

phism then ϕ is a centred Freiman k-homomorphism.

Lemma 2.7.3 (basic properties of abelian Freiman homomorphisms)

Let A and B be subsets of abelian groups, and let k ∈ N. Then the

following hold.

(i) If ϕ : A → B is a Freiman k-homomorphism and 1 ≤ ` ≤ k then

for every x1, . . . , xk, y1, . . . , yk ∈ A with

x1 + · · ·+ x` − x`+1 − · · · − xk
= y1 + · · ·+ y` − y`+1 − · · · − yk

we have

ϕ(x1) + · · ·+ ϕ(x`)− ϕ(x`+1)− · · · − ϕ(xk)

= ϕ(y1) + · · ·+ ϕ(y`)− ϕ(y`+1)− · · · − ϕ(yk).
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(ii) If ϕ : A → B is a Freiman k-homomorphism and ` + m ≤ k then

the map ϕ`,m : `A−mA→ `B −mB given by

a1 + · · ·+ a` − a′1 − · · · − a′m
7→ ϕ(a1) + · · ·+ ϕ(a`)− ϕ(a′1)− · · · − ϕ(a′m).

is a well-defined Freiman bk/(`+m)c-homomorphism.

(iii) If ϕ : A → B is a Freiman k-homomorphism then every translate

of ϕ is also a Freiman k-homomorphism. In particular, if 0 ∈ A
then ϕ−ϕ(0) is a centred Freiman k-homomorphism. Similarly, if

ϕ : A → B is a Freiman k-isomorphism then every translate of ϕ

is also a Freiman k-isomorphism.

Lemma 2.7.4 (stability of approximate groups under Freiman homo-

morphisms) Let A be a K-approximate group, let G be a group, and

let ϕ : A3 → G be a centred Freiman 2-homomorphism. Then ϕ(A) is a

K-approximate group.

Proof By definition there exists X with |X| ≤ K such that A2 ⊂ XA.

We may assume that X is a minimal set such that this holds, which

implies in particular that for every x ∈ X there exists a, b, c ∈ A such

that ab = xc, and hence that X ⊂ A3. In particular, this implies that X

is in the domain of ϕ, and so, given a, b ∈ A, there exist x ∈ X and c ∈ A
such that ab = xc, and hence ϕ(a)ϕ(b) = ϕ(x)ϕ(c). We therefore have

ϕ(A)2 ⊂ ϕ(X)ϕ(A). The fact that ϕ is centred implies that 1 ∈ ϕ(A),

and also, by Lemma 2.7.2 (ii), that ϕ(A) is symmetric. This completes

the proof.

Exercises

2.1 Show that if A is a finite subset of a group such that |A2| < 2|A|
then A−1A = AA−1.

2.2 Show that for a finite set A in an abelian group we have |A| ≤
|A + A| ≤ |A|

2+|A|
2 , and for arbitrary n ∈ N give an example with

|A| = n where these bounds are attained. Deduce that

lim infn→∞ E[|Ak,n +Ak,n|]
D(k)

→ 1,

as claimed in Remark 2.1.2.
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2.3 Show that for a finite set A ⊂ Z we have |A+ A| ≥ 2|A| − 1, and

show that this bound is attained if and only if A is an arithmetic

progression.

2.4 Let A be a finite subset of an arbitrary group such that |AA−1A| <
2|A|. Show that H = AA−1 is a subgroup such that A ⊂ Hx for

every x ∈ A.

2.5 Does Lemma 2.5.1 have a converse? That is, does |A−1A| ≤ K|A|
or |AA−1| ≤ K|A| imply a bound of the form |A2| ≤ f(K)|A|? For

which values of ε1, ε2, ε3 ∈ {±1} does the bound |Aε1Aε2Aε3 | ≤
K|A| imply a bound of the form |A3| ≤ fε1,ε2,ε3(K)|A|?

2.6 Let A be a finite subset of an abelian group and suppose that

|A+A| ≤ K|A|. Show that A−A is a K5-approximate group.

2.7 Let A be a finite symmetric subset containing the identity in an

arbitrary group. Show that if |A5| ≤ K|A| then A2 is a K-approxi-

mate group; that if |A4| ≤ K|A| then A2 is a K2-approximate

group; and that if |A3| ≤ K|A| then A2 is a K3-approximate group.

2.8 Let A be a finite symmetric subset containing the identity in an

arbitrary group. Show that if |A2n+1| ≤ K|An| for some n ∈ N
then there is an OK(1)-approximate group B with An ⊂ B and

|B| ≤ K|An|.
2.9 Let G be a group, let A ⊂ G be a K-approximate group, and let

B ⊂ G be an L-approximate group. Let m,n ∈ N be even. Show

that Am ∩Bn is a K3m/2L3n/2-approximate group. This improves

the last part of Lemma 2.6.5.

2.10 Let A,B be finite symmetric subsets of a group G that contain the

identity.

(a) Show that
∑
x∈A−1B |Ax ∩B| = |A||B|.

(b) Show that |Am ∩ Bn| ≤ |Am+1x ∩ Bn+1| for every m,n ∈ N
and x ∈ A−1B.

(c) Show that

|Am ∩Bn|
|A2 ∩B2|

≤ |A
m+1|
|A|

|Bn+1|
|B|

for everym,n ≥ 2. Hint: Use part (a) to show that |A2∩B2| ≥
|A||B|/|AB|, and parts (a) and (b) to show that |AB||Am ∩
Bn| ≤ |Am+1||Bn+1|.

(d) Deduce that if |A3| ≤ K|A| and |B3| ≤ L|B| then

|(Am ∩Bn)3| ≤ K3m−1L3n−1|Am ∩Bn|

for every m,n ≥ 2.
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2.11 Show that there exists K ≥ 1 such that the following holds: if H

is an arbitrary finite group and B ⊂ H is an arbitrary subset then

there exists a group G with H < G and a subset A ⊂ G with

|A3| ≤ K|A| such that A ∩H = B. Deduce that Proposition 2.6.4

and Exercise 2.10 do not necessarily hold if either of m or n is equal

to 1. Adapt your example to show that Proposition 2.6.5 does not

necessarily hold if either of m or n is equal to 1.

2.12 Let A be a K-approximate group, let G be a group, and let ϕ :

A → G be a centred Freiman 3-homomorphism. Show that ϕ(A)

is a K-approximate group.

2.13 Prove Lemmas 2.7.2 and 2.7.3.

2.14 Let k ∈ N and let A be a finite subset of a torsion-free abelian

group. Exhibit a Freiman k-isomorphism of A to a subset of a

finite cyclic group.
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Coset Progressions and Bohr Sets

3.1 Introduction

We noted in Section 1.1 that finite subgroups and small sets were trivial

examples of sets of small doubling. In this chapter we present and de-

velop some more interesting examples of sets of small doubling in abelian

groups, starting with the following.

Definition 3.1.1 (coset progression) Given elements x1, . . . , xr of an

abelian group G, and positive integers L1, . . . , Lr, we call the set

P (x1, . . . , xr;L1, . . . , Lr) = {`1x1 + · · ·+ `rxr : −Li ≤ `i ≤ Li}

a generalised arithmetic progression, or simply a progression, with rank

r and side lengths L1, . . . , Lr. We define this progression to be proper

if the elements `1x1 + · · · + `rxr are distinct for distinct (`1, . . . , `r) ∈
[L1]± × · · · × [Lr]

±. We sometimes abbreviate P (x1, . . . , xd;L1, . . . , Ld)

as P (x;L) or P (x;L1, . . . , Ld).

If, in addition, H is a finite subgroup of G we call the set H+P (x;L)

a coset progression of rank r. We define H +P (x;L) to be proper if the

elements h + `1x1 + · · · + `rxr are distinct for distinct (h, `1, . . . , `r) ∈
H × [L1]± × · · · × [Lr]

±.

Note that a finite subgroup of an abelian group is a coset progression

of rank 0.

A useful way of thinking of progressions is as homomorphic images of

‘boxes’ in Zr. Indeed, given elements x1, . . . , xr of an abelian group G

and L1, . . . , Lr ∈ N, and writing B = [−L1, L1] × · · · × [−Lr, Lr] ⊂ Rr
and π : Zr → G for the unique homomorphism such that π(ei) = xi for

each i, we have P (x;L) = π(Zr ∩B). This is illustrated in Figure 3.1.

35
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π

−18 −9 −2 0 2 9 18

Figure 3.1 The progression P (9, 2; 2, 1) ⊂ Z can be viewed as π(Z2 ∩
([−2, 2]× [−1, 1])), with π : Z2 → Z defined via π(1, 0) = 9 and π(0, 1) = 2.

Lemma 3.1.2 (coset progressions are approximate groups) Let H +

P = H + P (x;L) be a coset progression of rank r in an abelian group

G. Let k ∈ N. Then there exists a set X ⊂ H + (k − 1)P of size at

most kr such that k(H + P ) ⊂ X + H + P . In particular, H + P is a

2r-approximate group, and |k(H + P )| ≤ kr|H + P | for every k ∈ N.

Proof Let e1, . . . , er be the standard basis of Zr. Note that there exists

a set X0 ⊂ (k − 1)P (e;L) of size at most kr such that kP (e;L) ⊂
X +P (e;L); Figure 3.2 illustrates this in the case r = 2, k = 4. Writing

π : Zr → G/H for the unique homomorphism such that π(ei) = H + xi,

the lemma then follows by picking, for each x ∈ X0, an element x′ ∈
π(x), and taking X to consist of these elements x′.

It turns out that another way of producing sets of small doubling is via

inverse images of boxes. To do this requires some notation. First, write

T = R/Z. Then, given (x1, . . . , xd) ∈ Td, define ‖(x1, . . . , xd)‖Td ≥ 0

by writing (x̂1, . . . , x̂d) for the unique representative of (x1, . . . , xd) in

(− 1
2 ,

1
2 ]d, and setting ‖(x1, . . . , xd)‖Td = ‖(x̂1, . . . , x̂d)‖∞. Write Ĝ for

the space of homomorphisms G→ T.

Definition 3.1.3 (Bohr set) Let G be a finite abelian group, let d ∈ N,

let γ ∈ Ĝd, and let ρ ∈ [0, 1
2 ]. Then we call the set

B(γ, ρ) = {x ∈ G : ‖γ(x)‖Td ≤ ρ}

a Bohr set of rank d. In Chapter 4 it will be useful to use some alternative

notation: given Γ ⊂ Ĝ we write

B(Γ, ρ) = {x ∈ G : ‖γ(x)‖T ≤ ρ for every γ ∈ Γ}.
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4P (e;L)

P (e;L)

Figure 3.2 The sum set 4P (e;L) covered by 42 translates of P (e, L) in the

r = 2 case of Lemma 3.1.2.

Note that these two definitions give the same set if γ = (γ1, . . . , γd) and

Γ = {γ1, . . . , γd}.

Note thatB(γ, ρ) is the inverse image under γ of the cube [−ρ, ρ]d ⊂ Td.

Proposition 3.1.4 (Bohr sets are approximate groups) Let G be an

abelian group, let d ∈ N, let γ ∈ Ĝd, and let ρ ≤ 1
2 . Then for every k ∈ N

the set kB(γ, ρ) is covered by (2k)d translates of B(γ, ρ). In particular,

B(γ, ρ) is a 4d-approximate group and |kB(γ, ρ)| ≤ (2k)d|B(γ, ρ)|.

In the proof of Proposition 3.1.4 it will be helpful to define a slight

variant of a Bohr set. Given γ ∈ Ĝr and ρ ≤ 1
2 , for every ξ ∈ Tr we define

the shifted Bohr set B(γ, ξ, ρ) via B(γ, ξ, ρ) = {x ∈ G : ‖γ(x)− ξ‖Tr ≤
ρ}. Thus B(γ, 0, ρ) = B(γ, ρ), for example.

Lemma 3.1.5 Let G be a finite abelian group, let d ∈ N, let γ ∈ Ĝd,

and let ρ ≤ 1
2 . Let ξ ∈ Td. Then there exists x0 ∈ G such that

B(γ, ξ, ρ2 ) ⊂ B(γ, ρ) + x0.

In particular, |B(γ, ξ, ρ2 )| ≤ |B(γ, ρ)|.
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Proof See [68, Lemma 4.20]. If B(γ, ξ, ρ2 ) = ∅ then the lemma is trivial

with x0 = 0. If B(γ, ξ, ρ2 ) 6= ∅ then pick some x0 ∈ B(γ, ξ, ρ2 ) and note

that B(γ, ξ, ρ2 )− x0 ⊂ B(γ, ρ).

Proof of Proposition 3.1.4 Note that kB(γ, ρ) ⊂ B(γ, kρ). The propo-

sition therefore follows from Lemma 3.1.5 and the fact that B(γ, kρ) can

be covered by (2k)r sets of the form B(γ, ξ, ρ2 ).

We have so far identified the following sets of small doubling in abelian

groups:

• sets of bounded size;

• coset progressions of bounded rank;

• Bohr sets of bounded rank.

Since these examples are all approximate groups, Lemma 2.7.4 shows

that Freiman-homomorphic images of any of them are also approximate

groups, and in particular sets of small doubling. Note also that, given a

set of small doubling, we can always obtain further sets of small doubling

simply by taking ‘dense’ subsets of the initial set. Indeed, given a finite

set B and a subset A ⊂ B, we define the density of A in B to be |A|/|B|.
Then, if |B2| ≤ K|B| and A ⊂ B with density 1/C, it is easy to see that

|A2| ≤ CK|A|. Thus dense subsets of any of the examples listed above

are themselves sets of small doubling. We must therefore add to the

above list:

• Freiman-homomorphic images of any of the above examples;

• dense subsets of any of the above examples.

The principal aim of this chapter is to prove various results expressing

the different examples in this list in terms of one another. In the next sec-

tion we show that both sets of bounded size and Freiman-homomorphic

images of coset progressions are dense subsets of coset progressions. In

the last two sections we prove the following theorem, which is the main

result of this chapter.

Theorem 3.1.6 Let G be an abelian group. Suppose that B0 is a Bohr

set of rank d in some finite abelian group and ϕ : 3B0 → G is a centred

Freiman 2-homomorphism, and write B = ϕ(B0). Then there exists a

coset progression H+P of rank at most d+(8d)2d such that B ⊂ H+P ⊂
(2 + (8d)2d)B. In particular, by Lemmas 3.1.4 and 2.7.4, B has density

at least 1/ exp(exp(O(dO(1)))) in H + P .
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Thus, every example we have given so far of a set of small doubling in

an abelian group can be realised as a dense subset of a coset progression.

It turns out that this is a general phenomenon: in Chapter 4 we prove

the Freiman–Green–Ruzsa theorem, Theorem 4.1.2, which states that

every set of small doubling in an abelian group can be realised as a

dense subset of a coset progression.

Remark At first sight it is somewhat unsatisfactory to have the double-

exponential dependence on the rank d in the bound on the density in

Theorem 3.1.6. However, we should really compare the density to the

doubling constant of B, which by Lemma 3.1.4 is exponential in d. The

rank of the coset progression given by Theorem 3.1.6 is thus of com-

parable order to the doubling constant, and its density in B is just

a single exponential in the doubling constant. These bounds are com-

parable to the bounds that one would obtain using the more general

Freiman–Green–Ruzsa theorem from the next chapter (Theorem 4.1.2).

Remark The reader is invited to show in Exercise 3.1 that a coset pro-

gression can always be realised as a Freiman image of a Bohr set. This

can be seen as a strong converse to Theorem 3.1.6, and in conjunction

with that theorem shows that Bohr sets and coset progressions are es-

sentially equivalent notions.

3.2 Small Sets and Freiman Images of Coset
Progressions

We can make an immediate reduction to the list of examples we gave at

the end of the last section. Given a subset A ⊂ G of size at most K, say

A = {a1, . . . , ar} with r ≤ K, we have

A ⊂ P (a1, . . . , ar; 1, . . . , 1). (3.2.1)

Thus A is contained with density at most 3K in a progression of rank

at most K. We may therefore remove sets of bounded size from the list.

Remark 3.2.1 It is important to note that whilst (3.2.1) allows us to re-

duce the list of examples of sets of small doubling from a qualitative per-

spective, from a quantitative perspective we have lost something, since

the size and doubling constant of the progression given by (3.2.1) are

both exponential in the doubling constant of the set we started with.

If one is concerned with optimising bounds, it can therefore be useful
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to treat small sets as being separate from coset progressions; we give

further details in Remark 4.1.8.

We can also ignore Freiman-homomorphic images of coset progres-

sions, since they are themselves dense subsets of coset progressions, as

follows.

Lemma 3.2.2 Let G be an abelian group and let H + P be a coset

progression of rank r in some other abelian group. Suppose that ϕ : H +

P → G is a Freiman 2-homomorphism. Then ϕ(H +P )−ϕ(0) is also a

coset progression of rank r. In particular, ϕ(H+P )+{0,−ϕ(0),−2ϕ(0)}
is a coset progression of rank r + 1 containing ϕ(H + P ) as a subset of

density at least 1
3 .

Proof Writing P = P (x1, . . . , xr;L1, . . . , Lr), set yi = ϕ(xi)− ϕ(0) for

each i = 1, . . . , r. We claim that

ϕ(H + P ) = ϕ(H) + P (y1, . . . , yr;L1, . . . , Lr). (3.2.2)

Since Lemma 2.7.2 (iii) and Lemma 2.7.3 (iii) imply that ϕ(H) − ϕ(0)

is a subgroup of G, this is sufficient. In fact, we prove that

ϕ(h+ `1x1 + · · ·+ `rxr) = ϕ(h) + `1y1 + · · ·+ `ryr (3.2.3)

whenever h ∈ H and |`i| ≤ Li.
It follows from Lemma 2.7.2 (ii) that −yi = ϕ(−xi) − ϕ(0). We may

therefore, on replacing xi by −xi and yi by −yi where necessary, assume

that `i ≥ 0 for each i in (3.2.3). Moreover, (3.2.3) holds trivially when

`i = 0 for every i, so we may assume that `1 + · · ·+ `r > 0. This implies

in particular that there exists some `i > 0, and so by induction on

`1 + · · ·+ `r we may assume that

ϕ(h+ `1x1 + · · ·+ (`i − 1)xi + · · ·+ `rxr)

= ϕ(h) + `1y1 + · · ·+ (`i − 1)yi + · · ·+ `ryr.

It follows that

ϕ(h+ `1x1 + · · ·+ `rxr) + ϕ(0)

= ϕ(h+ `1x1 + · · ·+ (`i − 1)xi + · · ·+ `rxr) + ϕ(xi)

= ϕ(h) + `1y1 + · · ·+ `iyi + · · ·+ `ryr + ϕ(0),

which implies (3.2.3) and therefore the lemma.
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3.3 Lattices

We now come onto Theorem 3.1.6. Before proving it, we will need to

develop our understanding of the structure of Bohr sets. Given a finite

abelian group G and γ ∈ Ĝd, the image γ(G) is a discrete subgroup of

Td. Given ρ ∈ [0, 1
2 ], the Bohr set B(γ, ρ) is then the pullback under γ

of [−ρ, ρ]d ∩ γ(G).

To study such sets we use a field called the geometry of numbers. In

this section and the next we present a brief summary of those aspects of

the geometry of numbers that we need in order to prove Theorem 3.1.6.

Our treatment is based on Cassels [21], to which the reader may turn

for a far more detailed account of the field.

A significant part of the geometry of numbers is concerned with in-

teractions between lattices and symmetric convex bodies in Rd. In this

section we define lattices and introduce some of their properties; in the

next we deal with symmetric convex bodies.

Definition 3.3.1 (lattice) Let d ∈ N, and let V be a d-dimensional

real vector space. A lattice Λ ⊂ V is a group generated by a basis for V .

Equivalently, Λ is a lattice if there exists a basis x1, . . . , xd for V such

that

Λ = {ξ1x1 + · · ·+ ξdxd : ξi ∈ Z for each i}.

We call x1, . . . , xd a basis for Λ. If Γ ⊂ Λ is another lattice then we say

that Γ is a sublattice of Λ and write Γ < Λ.

It is easy to see that a lattice Λ ⊂ Rd is discrete, in the sense that

given an arbitrary element v ∈ Λ there exists an open neighbourhood

A of v such that Λ ∩ A = {v}. It is also useful to note the following

converse.

Lemma 3.3.2 Let d ∈ N, and suppose that Λ is a discrete subgroup of

a d-dimensional real vector space V such that spanR(Λ) = V . Then Λ is

a lattice in V .

Proof If d = 1, assume without loss of generality that V = R, and note

that discreteness implies that there is a minimal positive element v ∈ Λ.

It follows that Λ = 〈v〉, which proves the lemma in the case d = 1.

If d > 1, let v0 ∈ Λ be arbitrary, and then note that discreteness

implies that there is a minimal λ > 0 such that λv0 ∈ Λ. Set v = λv0,

write W = spanR(v), and note that

Λ ∩W = 〈v〉. (3.3.1)
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We claim that Λ/(Λ ∩ W ) is a discrete subgroup of V/W . Indeed, if

x, v1, v2, . . . ∈ Λ and w1, w2, . . . ∈ Λ ∩W are such that vn − wn → x as

n→∞ then the discreteness of Λ implies that vn = x+wn for all large

enough n, and hence that vn is eventually constant modulo W . This

implies that Λ/(Λ ∩W ) is discrete in V/W . Since spanR(Λ/(Λ ∩W )) =

V/W , by induction we may conclude that Λ/(Λ∩W ) is a lattice in V/W ,

which is to say generated by a basis for V/W . Adding v to this basis

gives a basis for V , which by (3.3.1) is also a generating set for Λ, which

completes the proof.

The relevance of lattices to Theorem 3.1.6 arises thanks to the follow-

ing lemma.

Lemma 3.3.3 Let G be a finite abelian group, let γ ∈ Ĝd, and set

Λ = γ(G) + Zd ⊂ Rd. Then Λ is a lattice in Rd.

Proof Set B = [0, 1)d, and note that B is a complete set of coset rep-

resentatives for Zd in Rd. In particular, Λ∩B is a complete set of coset

representatives for Zd in Λ. Since Zd has finite index (at most |G|) in

Λ, this implies that |Λ ∩ B| <∞, from which it easily follows that Λ is

discrete. Since Λ contains Zd we have spanR(Λ) = Rd, and so it follows

from Lemma 3.3.2 that Λ is a lattice, as required.

Let Λ be a lattice in Rd with basis x1, . . . , xd, and consider the paral-

lelopiped

P = {η1x1 + · · ·+ ηdxd : ηi ∈ [0, 1) for each i}.

We call P the fundamental parallelopiped for Λ with respect to the basis

x1, . . . , xd. Since x1, . . . , xd is by definition also a basis for Rd, there exist

unique functions x : Rd → Λ and p : Rd → P such that

v = x(v) + p(v) (3.3.2)

for each v ∈ Rd. In particular, Rd is the countable disjoint union of the

sets x+ P with x ∈ Λ.

Write vol for Lebesgue measure normalised with respect to the stan-

dard basis of Rd. Given elements x1, . . . , xd ∈ Rd, define the determinant

det(x1, . . . , xd) to be the determinant of the d×d matrix whose columns

are the elements x1, . . . , xd expressed as column vectors with respect to

the standard basis for Rd. Note that if P is a fundamental parallelopiped

for a lattice Λ with respect to a basis x1, . . . , xd then

vol(P ) = |det(x1, . . . , xd)|. (3.3.3)
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Proposition 3.3.4 Let Λ be a lattice in Rd with basis x1, . . . , xd, and

Γ a sublattice with basis y1, . . . , yd. Then

|det(y1, . . . , yd)|
|det(x1, . . . , xd)|

= [Λ : Γ].

Note that Proposition 3.3.4 implies in particular that if x1, . . . , xd and

y1, . . . , yd are two bases of the same lattice Λ then |det(x1, . . . , xd)| =

|det(y1, . . . , yd)|. Once we have proved the proposition , we may there-

fore define the determinant det(Λ) of a lattice Λ by setting det(Λ) =

|det(x1, . . . , xd)| for an arbitrary basis x1, . . . , xd of Λ.

Proof Let P be a fundamental parallelopiped for Λ with respect to

x1, . . . , xd, and Q a fundamental parallelopiped for Γ with respect to

y1, . . . , yd. Let

x : Rd → Λ p : Rd → P

y : Rd → Γ q : Rd → Q

be the unique functions satisfying

v = x(v) + p(v) = y(v) + q(v) (3.3.4)

for each v ∈ Rd as in (3.3.2). We claim that

|p−1(u) ∩Q| = [Λ : Γ] (3.3.5)

for every u ∈ P . Since p is a translation on each set x+P with x ∈ Λ, it

is measure preserving on restriction to each such set, and so (3.3.5) will

then imply that p(Q) = P and vol(Q) = [Λ : Γ] vol(P ), which by (3.3.3)

gives the desired result.

To prove (3.3.5), first note that the uniqueness of y(v) and q(v) in

(3.3.4) implies that Q is a complete set of coset representatives for Γ in

Rd. It follows that for every u ∈ Rd the set Q− u is also a complete set

of coset representatives for Γ in Rd. This implies that for every u ∈ Rd
the set Λ ∩ (Q − u) is a complete set of coset representatives for Γ in

Λ. This in turn implies in particular that |Λ ∩ (Q − u)| = [Λ : Γ], and

hence that |(Λ + u) ∩Q| = [Λ : Γ]. However, if u ∈ P then (Λ + u) ∩Q
is precisely |p−1(u) ∩Q|, and so this gives (3.3.5), as claimed.
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A similar argument to the proof of Proposition 3.3.4 gives the follow-

ing.

Lemma 3.3.5 (Blichfeldt [7]) Let d ∈ N. Let Λ be a lattice in Rd, and

let A ⊂ Rd be a measurable set. Suppose that

(A−A) ∩ Λ = {0}. (3.3.6)

Then vol(A) ≤ det(Λ).

Proof Let x1, . . . , xd be a basis for Λ, write P for the corresponding

fundamental parallelopiped, and define maps x : Rd → Λ and p : Rd → P

as in (3.3.2). On restriction to each set of the form x+P with x ∈ Λ the

map p is a translation, and hence measure preserving. Moreover, (3.3.6)

implies that for every u ∈ P we have |p−1(u) ∩ A| ≤ 1. It follows that

vol(A) ≤ vol(p(A)) ≤ vol(P ) = |det(x1, . . . , xd)|, as required.

3.4 Convex Bodies

In studying the Bohr set B(γ, ρ) we essentially study the interaction of

the lattice coming from Lemma 3.3.3 with the cube [−ρ, ρ]. The only

property of [−ρ, ρ] that we will really need is that its interior, (−ρ, ρ),

is a so-called symmetric convex body. We now define this term, starting

with the adjective convex.

Definition 3.4.1 (convex set) Let V be a finite-dimensional real vector

space. A set A ⊂ V is said to be convex if whenever x, y ∈ A and

ρ ∈ (0, 1) the point ρx+ (1− ρ)y ∈ A as well.

Definition 3.4.2 (convex body) A convex body B ⊂ Rd is a non-empty

bounded open convex set; it is symmetric if for every x ∈ B we also have

−x ∈ B.

The purpose of this short section is to record some elementary prop-

erties of convex bodies. We start by introducing and clarifying some

notation. Throughout the rest of this chapter, whenever A ⊂ Rd and

λ ∈ R, we write λA for the dilate

λA = {λa : a ∈ A}.

Note that if λ ∈ Z then there is the potential for ambiguity here, since

in general we have defined λA to be the iterated sum set A + · · · + A.
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When there is the danger of this, we write instead

λ ·A = {λa : a ∈ A}

to distinguish the dilate from the iterated sum set.

The following lemma shows that in the setting of symmetric convex

bodies this potential ambiguity is harmless.

Lemma 3.4.3 Let d ∈ N and let B ⊂ Rd be a symmetric convex body.

Then for every k, ` ∈ N we have

k ·B − ` ·B = kB − `B = (k + `)B.

The proof of Lemma 3.4.3 is a straightforward exercise, and so we

omit it. The same goes for the following lemma.

Lemma 3.4.4 Let d, k ∈ N. Suppose B ⊂ Rd is a convex body and

π : Rd → Rk is a linear map. Then π(B) is also a convex body, and if

B is symmetric then so is π(B).

Lemma 3.4.5 Let d ∈ N. Suppose that U, V < Rd are complementary

subspaces, in the sense that Rd = U ⊕ V , and write π : Rd → V for the

projection taking (u, v) ∈ U ⊕ V = Rd to u ∈ U . Suppose B ⊂ Rd is a

convex body. Then there is a continuous map f : π(B) → B that is a

right inverse to π in the sense that π ◦ f is the identity on π(B).

Proof Set k = dimV . We first prove the lemma in the case where k = 1,

say V = spanR(v0) for some v0 ∈ Rd. Define functions ϕ+, ϕ− : π(B)→
R by setting

ϕ+(u) = sup{λ ∈ R : u+ λv0 ∈ B},
ϕ−(u) = inf{λ ∈ R : u+ λv0 ∈ B}.

We claim first that ϕ+ and ϕ− are continuous. Let u ∈ π(B), noting that

by definition there exists ξ ∈ R such that u+ ξv0 ∈ B. The openness of

B therefore implies that there exists an open neighbourhood N of u in

U such that

u+N + ξv0 ⊂ B. (3.4.1)

It then follows from (3.4.1), convexity and the definition of ϕ+ that for

every ε ∈ (0, 1) and every x ∈ N we have

ϕ+(u+ εx) ∈ ϕ+(u) + [−ε(ϕ+(u)− ξ), ε(ϕ+(u)− ξ)],

and so ϕ+ is continuous at u, as claimed. The proof that ϕ− is continuous
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is essentially identical (alternatively, replacing v0 by −v0 puts −ϕ− in

the role of ϕ+).

Given u ∈ π(B), it follows from convexity and the definitions of ϕ+

and ϕ− that

v + 1
2 (ϕ+(u) + ϕ−(u))v0 ∈ B.

This implies we may define a function f : π(B) → B by f(u) =
1
2 (ϕ+(u) +ϕ−(u))v0. This is trivially a right inverse to π, and is contin-

uous by the continuity of ϕ+ and ϕ−, and so satisfies the requirements

of the lemma in the case k = 1.

If k > 1, let v1, . . . , vk be a basis for V . For each j = 1, . . . , k set

Vj = spanR(vj) and Uj = spanR(vj+1, . . . , vk) + U , and define πj :

Vj ⊕ Uj → Uj by setting

πj(λjvj + · · ·+ λkvk + u) = λj+1vj+1 + · · ·+ λkvk + u

for every λi ∈ R and u ∈ U . By repeated application of Lemma 3.4.4,

for each j the set πj ◦ · · · ◦ π1(B) is a convex body in Uj . By the case

k = 1 of the lemma, for each j we may therefore define a continuous

function

fj : πj ◦ · · · ◦ π1(B)→ πj−1 ◦ · · · ◦ π1(B)

that is a right inverse to πj . Since

π = πk ◦ · · · ◦ π1,

the function

f1 ◦ · · · ◦ fk : π(B)→ B

is therefore a continuous right inverse to π, and so satisfies the require-

ments of the lemma.

3.5 Successive Minima and Minkowski’s Second
Theorem

Given a symmetric convex body B ⊂ Rd, we define the successive min-

ima λ1, . . . , λd of B with respect to Λ via

λi = inf{λ > 0 : dim spanR(λB ∩ Λ) ≥ i}.

Writing B for the closure of B, we may choose inductively a list

v1, . . . , vd ∈ Zd
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of linearly independent vectors such that v1, . . . , vi ∈ λiB for every i.

We call such a list a directional basis for Λ with respect to B; note that

for a given B and Λ, a directional basis may not be uniquely defined.

We also caution that a directional basis for Λ with respect to B need

not be a basis for Λ in the sense of Definition 3.3.1 (see Exercise 3.5).

The key result we will need from the geometry of numbers is the

following.

Theorem 3.5.1 (Minkowski’s second theorem) Let B ⊂ Rd be a sym-

metric convex body and let Λ be a lattice. Write λ1 ≤ · · · ≤ λd for

the successive minima of B with respect to Λ. Then λ1 . . . λd vol(B) ≤
2d det(Λ).

Minkowski’s second theorem actually also includes the lower bound

λ1 · · ·λd vol(B) ≥ 2n

n! det(Λ), but in this book we need only the upper

bound stated in Theorem 3.5.1. The reader interested in the lower bound

can consult [21, §VIII.4.3] for a proof.

We prove Theorem 3.5.1 following Tao and Vu [68, §3.5], starting with

a result they call the squeezing lemma.

Lemma 3.5.2 (squeezing lemma [68, Lemma 3.31]) Let d, k ∈ N,

let µ ∈ (0, 1], let B ⊂ Rd be a convex body, and let V < Rd be a k-

dimensional subspace. Suppose that A ⊂ B is an open set. Then there

exists an open subset A′ ⊂ B satisfying

vol(A′) = µk vol(A) (3.5.1)

and

(A′ −A′) ∩ V ⊂ (µ(A−A)) ∩ V. (3.5.2)

Proof Let U be a complementary subspace to V in Rd, so that Rd =

U ⊕ V . Define the projection π : Rd → U by setting π(u + v) = u for

every u ∈ U and v ∈ V .

Let f : π(B) → B be the continuous right inverse to π given by

Lemma 3.4.5, and note that by the convexity of B we may set

Φ : B → B

x 7→ µx+ (1− µ)f(π(x)).

We claim that Φ is a homeomorphism from B to Φ(B). It is certainly

continuous by the continuity of f and π; we will show that it has a

continuous inverse Φ(B)→ B. First note that, by definition of f , there

exists a continuous map ϕ : π(B) → V such that f(u) = u + ϕ(u) for



48 Coset Progressions and Bohr Sets

every u ∈ π(B). For every u ∈ U and v ∈ V with u + v ∈ B, it follows

that

Φ(u+ v) = u+ ϕ(u) + µ(v − ϕ(u)). (3.5.3)

It follows that the map Φ(B)→ B defined by u+v 7→ u+ϕ(u)+µ−1(v−
ϕ(u)) is an inverse to Φ. The continuity of ϕ ensures that this inverse is

continuous, and so Φ is a homeomorphism, as required.

The set A′ = Φ(A) is therefore open. It is also a subset of B by

definition of Φ. The expression (3.5.3) for Φ shows that for each u ∈ U
the map Φ contracts the set A∩(u+V ) by a factor of µ in every direction

of V , so Fubini’s theorem (Theorem 1.5.4) gives (3.5.1).

Finally, suppose that y ∈ (A′ − A′) ∩ V . By definition there exist

x1, x2 ∈ A such that y = Φ(x1) − Φ(x2). Writing each xi in the form

xi = ui + vi for some ui ∈ U and vi ∈ V , we may conclude from (3.5.3)

that

y = u1 − u2 + ϕ(u1)− ϕ(u2) + µ(v1 − v2 − ϕ(u1) + ϕ(u2)). (3.5.4)

However, the assumption that y ∈ V then forces u1 = u2, which com-

bined with (3.5.4) implies that

y = µ(v1 − v2)

= µ(x1 − x2)

∈ µ(A−A),

giving (3.5.2), as required.

Proof of Theorem 3.5.1 We follow Tao and Vu [68, §3.5]. Fix a direc-

tional basis v1, . . . , vd for Λ with respect to B, and for each i = 0, 1, . . . , d

set Vi = spanR(v1, . . . , vi) and Λi = Λ ∩ (Vi \ Vi−1), noting that

λjB ∩ Λj = {0} (3.5.5)

by definition of λj and Λj .

Set B0 = λd
2 B. Starting with A0 = B0, apply Lemma 3.5.2 iteratively

to obtain a sequence A0, A1, . . . , Ad−1 of open subsets of the convex

body B0 such that

vol(Ai) =

(
λi
λi+1

)j
vol(Ai−1) (3.5.6)

and

(Ai −Ai) ∩ Vi ⊂
(

λi
λi+1

(Ai−1 −Aj−1)

)
∩ V (3.5.7)
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for each i.

It is immediate from (3.5.6) and the definition of A0 that

vol(Ad−1) =
λ1 . . . λd vol(B)

2d
. (3.5.8)

For each j we have

(Ad−1 −Ad−1) ∩ Vj ⊂
(
λj
λd

(Aj−1 −Aj−1)
)
∩ Vj (by (3.5.7))

⊂
(
λj
λd

(B0 −B0)
)
∩ Vj (since Aj−1 ⊂ B0)

⊂
(
λj
λd

(
λd
2 B −

λd
2 B
))
∩ Vj (by definition of B0)

⊂ (λjB) ∩ Vj (by Lemma 3.4.3),

which by (3.5.5) and the definition of Λj implies that (Ad−1 − Ad−1) ∩
Λj = {0}. Since this holds for all j, we conclude that

(Ad−1 −Ad−1) ∩ Λ = {0}.

Lemma 3.3.5 therefore combines with (3.5.8) to prove the theorem.

3.6 Finding Dense Coset Progressions in Bohr Sets

In this section we prove Theorem 3.1.6. Slightly counterintuitively, the

main step is to show that a Bohr set contains a progression as a dense

subset, as follows.

Proposition 3.6.1 Let G be a finite abelian group, let d ∈ N, let γ ∈
Ĝd, and let ρ ∈ (0, 1

6 ). Then B(γ, ρ) contains a proper coset progression

H + P of rank at most d and size at least |B(γ, ρ)|/(4d)2d.

Once we have this, Ruzsa’s covering argument allows us to obtain the

desired containment in the opposite direction, as follows.

Proof of Theorem 3.1.6 It follows from Proposition 3.6.1 that B0 con-

tains a coset progression H0 + P0 of rank at most d and size at least

|B0|/(4d)2d. Proposition 3.1.4 implies that |B0+H0+P0| ≤ 4d|B0|, which

means in particular that |B0 +H0 +P0| ≤ (8d)2d|H0 +P0|. Lemma 2.4.4

then implies that there exists a set X ⊂ B0 of size at most (8d)2d such

that B0 ⊂ X + (H0 + P0)− (H0 + P0), and hence

B ⊂ ϕ(X) + ϕ(H0 + P0)− ϕ(H0 + P0). (3.6.1)
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Since ϕ is centred, Lemma 3.2.2 implies that there exists a coset progres-

sion H + P ⊂ G of rank at most d such that ϕ(H0 + P0) = H + P , and

the inclusion (3.6.1) therefore becomes B ⊂ ϕ(X) + H + 2P . However,

writing ϕ(X) = {x1, . . . , xt}, and defining P ′ = P (x1, . . . , xt; 1, . . . , 1)

in a similar fashion to (3.2.1), we have ϕ(X) ⊂ P ′, and hence

B ⊂ H + 2P + P ′ ⊂
(
2 + (8d)2d

)
B

by Lemma 2.7.2 (ii). Since H + 2P + P ′ is a coset progression of rank

at most d+ (8d)2d, the theorem is proved.

Proposition 3.6.1 is immediate from the following two propositions.

Proposition 3.6.2 Let G be a finite abelian group, let d ∈ N, let

γ ∈ Ĝd, and let ρ ∈ (0, 1
2 ). Let Λ be the pullback to Rd of the subgroup

γ(G) of Rd/Zd, and write λ1, . . . , λd for the successive minima of the

cube Q = (−1, 1)d with respect to Λ. Define r = dim spanR(Λ ∩ ρQ).

Then B(γ, ρ) contains a proper coset progression H + P of rank r and

size at least (ρ/r)rλr+1 · · ·λd|G|. In particular, H +P has rank at most

d and size at least (ρ/d)d|G|.

Proposition 3.6.3 Let G be a finite abelian group, let d ∈ N, let

γ ∈ Ĝd, and let ρ ∈ (0, 1
6 ). Let Λ be the pullback to Rd of the subgroup

γ(G) of Rd/Zd, and write λ1, . . . , λd for the successive minima of the

cube Q = (−1, 1)d with respect to Λ. Define r = dim spanR(Λ ∩ ρQ).

Then we have

|B(γ, ρ)| ≤ (12d)dρrλr+1 · · ·λd|G|.

Proof of Proposition 3.6.2 Let v1, . . . , vd be a directional basis for Λ

with respect to Q, and for i = 1, . . . , r write Li = ρ/(rλi). Note that

P (v1, . . . , vr;L1, . . . , Lr) ⊂ ρQ ∩ Λ. (3.6.2)

Set H = ker γ, pick an arbitrary xi ∈ G such that γ(xi) ≡ vi (modZd)
for each i ∈ [r], and set

P = P (x1, . . . , xr;L1, . . . , Lr),

noting that H + P ⊂ B(γ, ρ). We claim that H + P is proper. Indeed,

let `1, . . . , `r, `
′
1, . . . , `

′
r with |`i| ≤ Li be such that

`1x1 + · · ·+ `rxr ∈ `′1x1 + · · ·+ `′rxr +H.

By (3.6.2) we then have

(`1 − `′1)v1 + · · ·+ (`r − `′r)vr ∈ 2ρQ ∩ Zd,
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which by the linear independence of the vi and the fact that ρ < 1
2

implies that `i = `′i for every i, and so H + P is proper as claimed.

Now note that det(Λ) = |H|/|G| and vol(Q) = 2d, so that Minkowski’s

second theorem (Theorem 3.5.1) gives

λ1 · · ·λd ≤
|H|
|G|

. (3.6.3)

We therefore have

|H + P | ≥ L1 · · ·Lr|H| (by properness)

=
ρr|H|

rrλ1 · · ·λr
≥ (ρ/r)rλr+1 · · ·λd|G| (by (3.6.3)),

and so H + P is of the required size and the proof is complete.

In proving Proposition 3.6.3 it will be convenient to define, for a given

symmetric convex body B ⊂ Rd, the norm ‖ · ‖B on Rd via ‖x‖B =

inf{ν ≥ 0 : x ∈ νB}. It turns out that ‖ · ‖B is indeed a norm. However,

as we will not need this fact we leave it to the reader to prove it in

Exercise 3.6, along with the converse statement that the unit ball of an

arbitrary norm on Rd is a symmetric convex body.

Lemma 3.6.4 Let B be a symmetric convex body in Rd and let Λ be a

lattice in Rd. Let λ1, . . . , λd be the successive minima of B with respect to

Λ, and define r = dim spanR(Λ∩B). Then there exists a basis x1, . . . , xd
for Rd with xi ∈ Λ for each i such that 1 < ‖xi‖B ≤ 2 for i = 1, . . . , r

and ‖xi‖B = λi for i = r+1, . . . , d, and such that B∩〈x1, . . . , xd〉 = {0}.

Proof Let v1, . . . , vd be a directional basis for Λ with respect to B. For

i = d, . . . , 1 in turn, define

αi = min{α ∈ N : ‖ααi+1 · · ·αdvi‖B > 1},

noting that

αk · · ·αd > λ−1
k (3.6.4)

for every k. Set xi = αi · · ·αdvi for each i, noting that 1 < ‖xi‖B ≤ 2

for i = 1, . . . , r and ‖xi‖ = λi for i = r + 1, . . . , d, as required.

It remains to show that B ∩ 〈x1, . . . , xd〉 = {0}. To that end, let y ∈
B ∩ 〈x1, . . . , xd〉, and let k be minimal such that y ∈ spanR(v1, . . . , vk).

This implies that y ∈ 〈x1, . . . , xk〉, and hence y ∈ αk · · ·αd〈v1, . . . , vk〉.
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It follows that

y

αk · · ·αd
∈
(

1

αk · · ·αd
B

)
∩ Λ,

and hence by (3.6.4) that

y

αk · · ·αd
∈ λkB ∩ Λ.

By the minimality of k and the definitions of λk and vk it follows that

y = 0. We therefore have B ∩ 〈x1, . . . , xd〉 = {0}, as required.

Proof of Proposition 3.6.3 Write H = ker γ, and note that

|ρQ ∩ Λ||H| = |B(γ, ρ)| (3.6.5)

and

| 12Q ∩ Λ||H| ≤ |G|. (3.6.6)

Let x1, . . . , xd ∈ Λ be the basis for Rd arising on applying Lemma 3.6.4

with B = 2ρQ, noting that the successive minima of 2ρQ with respect

to Λ are λi/2ρ. Note in particular that

2ρQ ∩ 〈x1, . . . , xd〉 = {0}. (3.6.7)

Since ‖ · ‖∞ = 2ρ‖ · ‖B , we have ‖xi‖∞ ≤ 4ρ for i = 1, . . . , r and

‖xi‖∞ = λi for i = r+1, . . . , d. Defining Li = b1/(12dρ)c for i = 1, . . . , r,

and Li = b1/(3dλi)c for i = r + 1, . . . , d, it follows that P (x;L) ⊂ 1
3Q,

and hence, since ρ < 1
6 , that

P (x;L) + ρQ ⊂ 1
2Q. (3.6.8)

Note that we have, slightly crudely,

|P (x;L)| ≥ 1

(12d)dρrλr+1 · · ·λd
. (3.6.9)

Now, given two distinct elements u, v ∈ P (x;L), we have (u + ρQ) ∩
(v + ρQ) = ∅, since if (u+ ρQ) ∩ (v + ρQ) 6= ∅ for u, v ∈ P (x;L) then

u−v ∈ 2ρQ∩〈x1, . . . , xd〉 and then u = v by (3.6.7). It therefore follows

from (3.6.8) that | 12Q ∩ Λ| ≥ |P (x;L)||ρQ ∩ Λ|, and hence

|G| ≥ |P (x;L)||ρQ ∩ Λ||H| (by (3.6.6))

≥ 1

(12d)dρrλr+1 · · ·λd
|B(γ, ρ)| (by (3.6.5) and (3.6.9)),

and the proposition is proved.
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Exercises

3.1 Show that a coset progression of rank r in an arbitrary abelian

group is a Freiman-homomorphic image of a Bohr set of rank r in

some finite abelian group.

3.2 It follows from Proposition 3.6.2 that a Bohr set B(γ, ρ) of rank

d inside a finite abelian group G satisfies |B(γ, ρ)| ≥ (ρ/d)d|G|.
Prove directly that in fact |B(γ, ρ)| ≥ ρd|G|.

3.3 Let G be an abelian group, let π : Zd → G be a homomorphism,

and let B ⊂ Rd be a symmetric convex body. Show that the set

π(B ∩ Zd) is a K-approximate group for some K depending only

on d. Noting that a progression is a special case of such a set in

which B is a cuboid, formulate a similar generalisation of a Bohr

set of rank d, and prove that it is a K-approximate group with K

depending only on d.

3.4 Show that two bases x1, . . . , xd and y1, . . . , yd of Rd generate the

same lattice Λ if and only if there exists an n×n matrix A = (aij)

with integer entries and det(A) = ±1 such that yi =
∑n
j=1 aijxj

for every i. Use this to give an alternative proof of the fact that

det(Λ) is well defined.

3.5 Give an example, for some d, of a symmetric convex body B ⊂ Rd
and a lattice Λ ⊂ Rd such that whenever v1, . . . , vd is a directional

basis for Λ with respect to B we have 〈v1, . . . , vd〉 6= Λ. What is

the smallest d for which this is possible?

3.6 Show that if B ⊂ Rd is a symmetric convex body then ‖ · ‖B is a

norm. Conversely, show that if ‖·‖ is an arbitrary norm on Rd then

there exists a symmetric convex body B such that ‖ · ‖ = ‖ · ‖B .
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Small Doubling in Abelian Groups

4.1 Introduction

In the previous chapter we identified some examples of sets of small

doubling in abelian groups, and showed that each of them could be

realised as a dense subset of some coset progression. It turns out that

this is no coincidence: the following remarkable theorem shows that in

an abelian group every set of small doubling is a dense subset of some

coset progression.

Theorem 4.1.1 (Freiman–Green–Ruzsa theorem; simple form) Let A

be a finite subset of an abelian group such that |A + A| ≤ K|A|. Then

there exists a coset progression H + P of rank at most r(K) and size at

most c(K)|A| such that A ⊂ H + P .

Theorem 4.1.1 was originally proved by Freiman [26] in the case of

torsion-free G, and then generalised to arbitrary abelian G by Green

and Ruzsa [35], building on earlier work of Ruzsa [55]. In this chapter we

follow the Green–Ruzsa argument to prove the following slightly refined

statement.

Theorem 4.1.2 (Freiman–Green–Ruzsa theorem; detailed form) Let

A be a finite subset of an abelian group such that |A + A| ≤ K|A|.
Then there exist a finite subgroup H ⊂ 2A − 2A, a non-negative inte-

ger r � KO(1), elements x1, . . . , xr ∈ 2A − 2A, and natural numbers

L1, . . . , Lr such that the progression P = P (x1, . . . , xr;L1, . . . , Lr) sat-

isfies

A ⊂ H + P ⊂ O(KO(1))(A−A).

54
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Remark Note that by Theorem 2.3.1 the coset progression H+P given

by Theorem 4.1.2 satisfies |H+P | ≤ exp(O(KO(1)))|A|, so Theorem 4.1.2

implies Theorem 4.1.1 with r(K)� KO(1) and c(K) ≤ exp(O(KO(1))).

The details of the proof are rather simpler in the case A ⊂ Z, and in

Exercises 4.1–4.3 we guide the reader through this simpler argument.

The bounds we obtain in Theorem 4.1.2 can be computed explicitly

without difficulty, and indeed we keep track of them throughout most of

the argument. The form O(KO(1)) of the bounds is the same as obtained

by Green and Ruzsa, although we opt to make the argument shorter or

simpler in a few places at the expense of losing some tightness, resulting

in slightly worse implied constants. We discuss the bounds in Theo-

rem 4.1.2 in more detail in Remark 4.1.8 at the end of this section.

We saw in the proof of Theorem 3.1.6 at the beginning of Section 3.6

that, slightly counterintuitively, if one wishes to place a given set effi-

ciently inside a coset progression then a good place to start is to locate

a large coset progression inside that set. We adopt a similar approach in

our proof of Theorem 4.1.2, and indeed at the heart of our proof is the

following result.

Theorem 4.1.3 (Green–Ruzsa) Let A be a finite subset of an abelian

group such that |A+A| ≤ K|A|. Then there exists a finite subgroup H,

and a progression P of rank O(KO(1)) such that H + P ⊂ 2A− 2A and

|H + P | ≥ exp(−O(KO(1)))|A|.

We now give a brief overview of the proof of Theorems 4.1.2 and 4.1.3.

One setting in which the proof of Theorem 4.1.3 turns out not to be too

difficult is when A is a dense subset of a finite abelian group. In that

setting we have the following special case of Theorem 4.1.3, which we

prove in Section 4.5.

Proposition 4.1.4 Let G be a finite group, let A ⊂ G be a subset of

size α|G|, and suppose that |A + A| ≤ K|A|. Then 2A − 2A contains a

proper coset progression H +P of rank at most 4K2/α and size at least

(α/24K2)4K2/α|G|.

Of course, for any fixed α, in the setting of Proposition 4.1.4 we triv-

ially have the conclusion of Theorem 4.1.2; indeed, G itself is a coset

progression of rank 0 and size α−1|A| containing A. Nonetheless, it turns

out that we can also force Proposition 4.1.4 to apply in the general case,

where Theorem 4.1.2 is far from obvious, thanks to the following result,

which we prove in Section 4.4.
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Proposition 4.1.5 (Green–Ruzsa [35]) Let A be a finite subset of an

abelian group and suppose that |A+A| ≤ K. Let s ∈ N with s ≥ 2. Then

A has a Freiman s-model in a group G satisfying

|G| ≤ 4K20(200sK2)2K16

|A|.

The precise value of the bound 4K20(200sK2)2K16

coming from Propo-

sition 4.1.5 is not too important, and is weaker than the bound obtained

by Green and Ruzsa; the main thing to note is that it is bounded by a

function of the form exp(Os(K
Os(1))).

Combining Propositions 4.1.4 and 4.1.5 allows us to locate a large

coset progression inside an arbitrary set of small doubling in an abelian

group. Indeed, given A satisfying |A+A| ≤ K|A|, Proposition 4.1.5 im-

plies that there is a Freiman 8-isomorphism from A to a subset A′ of

density at least exp(−O(KO(1))) in some finite abelian group G′, Propo-

sition 4.1.4 implies that 2A′ − 2A′ contains a proper coset progression

H ′ + P ′ of rank at most exp(O(KO(1))) and size at least

exp(− exp(O(KO(1))))|A′|,

and then Lemmas 2.7.3 (ii) and 3.2.2 allow us to pull that coset pro-

gression back to a proper coset progression H +P ⊂ 2A− 2A of rank at

most exp(O(KO(1))) and size at least exp(− exp(O(KO(1))))|A|.
This is already enough to prove a version of Theorem 4.1.2, using

Ruzsa’s covering lemma (Lemma 2.4.4) in the same way as in the proof

of Theorem 3.1.6. However, such an argument gives only bounds of the

form exp(exp(O(KO(1)))) in Theorem 4.1.2, which is significantly worse

than what we have claimed. Chang [22] found two ways to make this

argument more efficient, each of which saves an exponential from the

bound. One of her refinements was to the covering part of the argument,

and gives rise to the following result, which we prove in Section 4.7.

Proposition 4.1.6 (Chang) Let A be a finite subset of an abelian

group such that |A + A| ≤ K|A|, and suppose that P ⊂ mA − nA is

another subset satisfying |P | ≥ |A|/C. Then there is a progression Q of

rank at most

2K

(
1 +

(m+ n+ 1) logK + logC

log 2

)
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such that

A ⊂ P − P +Q

⊂
(

2K

(
1 +

(m+ n+ 1) logK + logC

log 2

)
+m+ n

)
(A−A).

The key point to note about Proposition 4.1.6 is the fact that the

dependence of the bounds on C is logarithmic. If P ⊂ 2A − 2A is the

progression coming from Propositions 4.1.4 and 4.1.5, we have C =

exp(exp(O(KO(1)))), and so this logarithmic dependence results in the

removal of one exponential, and it turns out that this improves the

bounds in Theorem 4.1.2 to exp(O(KO(1))).

In another refinement, Chang was able to remove a certain amount of

redundancy from the progression coming from Proposition 4.1.4, making

its rank merely logarithmic in α−1, rather than linear in α−1, as follows.

Proposition 4.1.7 Let G be a finite abelian group, let A ⊂ G be a

subset of size α|G|, and suppose that |A + A| ≤ K|A|. Then 2A − 2A

contains a proper coset progression H +P of rank at most 16K2 logα−1

and size at least (1/1536K4 log2 α−1)16K2 logα−1 |G|.

Again, this logarithmic dependence results in the removal of an ex-

ponential from the bounds in Theorem 4.1.2 and, as we will see shortly,

gives the claimed bounds in Theorem 4.1.2. We give an overview of the

refinement from Proposition 4.1.4 to Proposition 4.1.7 in Section 4.6.

However, the details are somewhat more technical than those of the rest

of the argument, so in order to keep focused on the main ideas we defer

the full proof until the appendix to this chapter, Section 4.A. A first-time

reader might reasonably at that point accept the worse bounds obtained

by using Proposition 4.1.4 and move on to the next chapter.

We close this introduction by combining the results summarised above

into proofs of Theorems 4.1.2 and 4.1.3.

Proof of Theorem 4.1.3 By Proposition 4.1.5 there exists a subset A′

inside a finite abelian group G satisfying |A′| ≥ exp(−O(KO(1)))|G| and

a Freiman 8-isomorphism π : A′ → A. Proposition 4.1.7 implies that

2A′ − 2A′ contains a proper coset progression H0 + P0 of rank at most

O(KO(1)) and size at least exp(−O(KO(1)))|A|. Lemma 2.7.3 (ii) implies

that π induces a centred Freiman 2-isomorphism π′ : 2A′ − 2A′ → 2A−
2A, and then Lemma 3.2.2 implies that π′(H0+P0) is a coset progression

of rank at most O(KO(1)) and size at least exp(−O(KO(1)))|A| in 2A−
2A, as required.
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Proof of Theorem 4.1.2 It follows from Theorem 4.1.3 that there is a

coset progression H + P of rank at most O(KO(1)) and size at least

exp(−O(KO(1)))|A| in 2A−2A. Proposition 4.1.6 then implies that there

is a progression Q of rank at most O(KO(1)) such that A ⊂ H+P −P +

Q ⊂ O(KO(1))(A−A). The set H +P −P +Q is a coset progression of

rank at most O(KO(1)), and so this completes the proof.

Remark 4.1.8 (bounds in Theorem 4.1.1) The best bound one could

hope to achieve on the quantity r(K) appearing in Theorem 4.1.1 is

essentially 2K, since the set e1, . . . , en of standard generators of Zn has

doubling roughly 1
2n and does not lie in any subgroup of rank less than

n, so in particular does not lie in any progression of rank less than n.

The same example also shows that the best bound one could hope to

achieve on c(K) is exponential in K.

The best bounds so far actually achieved in Theorem 4.1.1 differ de-

pending on whether one wishes to prioritise r(K) or c(K). Sanders [59,

Theorem 11.4] has shown that one may take r(K) ≤ O(K logO(1) 2K)

and c(K) ≤ exp(O(K logO(1) 2K)) (see Exercise 4.4 for slightly more

detail). On the other hand, Cwalina and Schoen [24, Theorem 12] have

shown that one can essentially take r(K) ≤ (2 + o(1))K and c(K) ≤
exp(O(K2 logK)) (so r(K) slightly better and c(K) slightly worse than

in the Sanders result).

One can, however, make c(K) merely polynomial in K if one is pre-

pared to relax slightly the qualitative conclusion of Theorem 4.1.1 and

show that A is contained in a few translates of a coset progression, rather

than a coset progression itself. Put another way, rather than requiring

that A be a dense subset of a coset progression H + P , one needs to be

prepared to require that A be a dense subset of the sum X + H + P

of a ‘small’ set X and a coset progression H + P . For example, in Ex-

ercise 4.4 we invite the reader to deduce from part of Sanders’s work

that if A is a subset of an abelian group of doubling at most K then

there exists a subset X ⊂ A of size at most exp(O(logO(1) 2K)) and a

coset progression H +P ⊂ 4A− 4A of rank at most O(logO(1) 2K) such

that A ⊂ X + H + P . In particular, Theorem 2.3.1 then implies that

|X +H + P | ≤ K9|A|.
A famous conjecture called the polynomial Freiman–Ruzsa conjecture

posits that in addition to the density of A in X+H+P being polynomial

in K, the size of X should be polynomial in K and the rank of P should

be logarithmic in K (we leave it to the reader to check that these bounds

would be optimal). We caution, however, that Lovett and Regev [43]
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have shown that such a statement requires a formulation of the notion

of progression along the lines discussed in Exercise 3.3, which is more

general than Definition 3.1.1.

4.2 Fourier Analysis

An extremely useful tool for understanding additive structure in abelian

groups that is central to the arguments of this chapter is the theory of

Fourier analysis. Fourier analysis is essentially the process of expressing

a function f : G → C with respect to a certain orthonormal basis for

CG. This can be done for any abelian group G, but for our purposes it

will be sufficient to restrict attention to the case in which G is finite.

In that case we define an inner product on the functions G → C via

〈f, g〉 = Ex∈Gf(x)g(x). We then use the group Ĝ of homomorphisms

G → T to define the orthonormal basis with respect to which we seek

to express f .

It follows from Theorem 1.5.1 that a finite abelian group G is of the

form

G = Z/n1Z⊕ · · · ⊕ Z/nrZ

for some integers ni ≥ 2, and having written G in this form an element

γ ∈ Ĝ can be given in the form

γ = (γ1, . . . , γr) ∈ Z/n1Z⊕ · · · ⊕ Z/nrZ.

Indeed, defining an inclusion homomorphism ψn : Z/nZ→ T via ψn(k) =
k
n , the map γ = (γ1, . . . , γr) is given by

γ(x1, . . . , xr) = ψn1
(γ1x1) + · · ·+ ψnr (γrxr). (4.2.1)

In particular, this characterisation of Ĝ makes it clear that

Ĝ ∼= G. (4.2.2)

To convert the elements of Ĝ into functions G → C, we write S1 =

{z ∈ C : |z| = 1} and define a map e : T→ S1 via e(θ) = e2πiθ. Defining

ζγ : G→ C via ζγ(x) = e(γ(x)) then defines a homomorphism of G into

S1; we call such a homomorphism a character of G.

It turns out that the characters of G form an orthonormal basis of CG
with respect to the inner product we defined above, which is to say that
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they span CG as a vector space and satisfy

Ex∈Ge(γ(x)− γ′(x)) =

{
1 if γ = γ′,

0 if γ 6= γ′.
(4.2.3)

Indeed, if γ = γ′ then this certainly has value 1. On the other hand, if

γ 6= γ′ then we may pick some x0 ∈ G for which γ(x0) 6= γ′(x0) and

write

Ex∈Ge(γ(x)− γ′(x)) = Ex∈Ge(γ(x+ x0)− γ′(x+ x0))

= e(γ(x0)− γ′(x0))Ex∈Ge(γ(x)− γ′(x)).

Since e(γ(x0)− γ′(x0)) 6= 1 by the choice of x0, it follows that

Ex∈Ge(γ(x)− γ′(x)) = 0.

This shows that the characters are orthonormal; the fact that they are

a basis then follows from (4.2.2), which implies in particular that their

span has dimension |G| and so must be the whole of CG.

Fourier analysis is the process of expressing f : G → C with respect

to this basis of characters, which is to say identifying the function f̂ :

Ĝ→ C that satisfies

f(x) =
∑
γ∈Ĝ

f̂(γ)e(−γ(x)). (4.2.4)

The function f̂ is called the Fourier transform of f , and the individual

values it takes, f̂(γ), are called Fourier coefficients. It is not hard to

check that the Fourier coefficient f̂(γ) is given by

f̂(γ) = Ex∈Gf(x)e(γ(x)). (4.2.5)

Indeed, this follows easily from the fact that

∑
γ∈Ĝ

e(γ(x)) =

{
|G| if x = 0,

0 if x 6= 0,

which is proved in a similar way to (4.2.3), but using the fact that for a

non-zero x ∈ G there exists γ0 ∈ Ĝ such that γ0(x) 6= 0.

Another useful identity to note is Plancherel’s theorem, which states

that

Ex∈Gf(x)g(x) =
∑
γ∈Ĝ

f̂(γ)ĝ(γ) (4.2.6)
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and may be verified easily using (4.2.3). In the special case of f = g

Plancherel’s theorem reduces to Parseval’s identity , which states that

Ex∈G|f(x)|2 =
∑
γ∈Ĝ

|f̂(γ)|2. (4.2.7)

In this book we are interested in subsets A of a group G, rather than

functions on G, but it is a straightforward matter to convert A into a

function by identifying it with its indicator function 1A, which we may

then study via its Fourier transform 1̂A. To emphasise this identification,

we will in general refer to 1̂A as simply the ‘Fourier transform of A’.

Since a set A can be completely recovered from its Fourier transform

via the formula (4.2.4), the structure of A is in principle completely

encoded in the Fourier transform. One very easy example of this is the

fact that

1̂A(0) =
|A|
|G|

, (4.2.8)

and so the Fourier coefficient at zero gives the density of A in G. The

idea of many of the arguments of this chapter is to exploit more general

instances of this phenomenon. The general scheme will be to use small

doubling of A or some similar hypothesis to extract information about

the Fourier transform of A, and then to decode that information in order

to say something explicit about the structure of A.

One example of the kind of information we can extract about the

Fourier transform of a set of small doubling is the following.

Lemma 4.2.1 (Green–Ruzsa [34, Lemma 4.1]) Let G be a finite abelian

group, let A ⊂ G, and write α = |A|/|G|. Suppose that |A+ A| ≤ K|A|
and α ≤ (2 · 3K4

K2)−1. Then there exists a non-zero γ ∈ Ĝ such that

|1̂A(γ)| ≥
(

1− (2K2α)1/K4

logα−1
) |A|
|G|

.

For small α, the conclusion of Lemma 4.2.1 can be interpreted as

saying that |1̂A(γ)| is ‘large’, since it is immediate from (4.2.5) that

|A|/|G| is the maximum possible absolute value for a Fourier coefficient

of A. This can then indeed be converted into more explicit information

about the structure of A, specifically that A is concentrated in a few

cosets of ker γ, as follows.
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Lemma 4.2.2 (Green–Ruzsa [35, Lemma 2.4]) Let η ∈ (0, 1). Let G

be a finite abelian group, let A ⊂ G, and let γ ∈ Ĝ. Suppose that

|1̂A(γ)| = (1− η)
|A|
|G|

. (4.2.9)

Then given δ ∈ (0, 1] there exists an interval U ⊂ T of width at most δ

such that

|A ∩ γ−1(U)| ≥ (1− ηδ−2)|A|.

Remark The reader is invited to show in Exercise 4.7 that the conclu-

sion of Lemma 4.2.2 cannot be strengthened to say that A ⊂ γ−1(U).

The proof of Lemma 4.2.1 requires the additional concept of the convo-

lution of two functions; we introduce this concept and prove Lemma 4.2.1

in the next section.

The intuition of Lemma 4.2.2 is very simple: (4.2.5) may in this case

be rewritten as 1̂A(γ) = 1
|G|
∑
x∈A e(γ(x)), and so if |1̂A(γ)| is large this

means that the unit complex numbers e(γ(x)) must be biased around

the direction of 1̂A(γ). We now present the formal details.

Proof of Lemma 4.2.2 Write λ for the argument of the complex number

1̂A(γ), so that

|1̂A(γ)| = e(−λ)1̂A(γ)

= Ex∈G1̂A(x)e(γ(x)− λ)

=
1

|G|
∑
x∈A

e(γ(x)− λ)

=
1

|G|
∑
x∈A

cos 2π‖γ(x)− λ‖T,

the last equality coming from the fact that the sum is real. The assump-

tion (4.2.9) then implies that

(1− η)|A| =
∑
x∈A

cos 2π‖γ(x)− λ‖T. (4.2.10)

Now when ‖γ(x) − λ‖T ≥ δ/2 we have cos 2π‖γ(x) − λ‖T ≤ cosπδ ≤
1 − δ2, whilst for every x we have cos 2π‖γ(x) − λ‖T ≤ 1. Writing U =

[λ− δ/2, λ+ δ/2], it therefore follows from (4.2.10) that

(1− η)|A| ≤ |A ∩ γ−1(U)|+ (1− δ2)|A \ γ−1(U)|.

Writing ρ = |A ∩ γ−1(U)|/|A| and dividing through by |A|, this implies
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that (1 − η) ≤ ρ + (1 − δ2)(1 − ρ), from which it easily follows that

ρ ≥ 1− ηδ−2, as required.

4.3 Convolutions and Fourier Analysis of Sets of
Small Doubling

The main aim of this section is to prove Lemma 4.2.1. First, however, we

introduce a quite general Fourier-analytic tool that we use in the proof,

namely the convolution of two functions.

Given two functions f, g : G→ C, the convolution f ∗ g : G→ C of f

and g is defined via

f ∗ g(x) = Ey∈Gf(y)g(x− y).

We abbreviate higher convolution powers with exponents in brackets, so

that

f (n) = f ∗ · · · ∗ f︸ ︷︷ ︸
n terms

.

It is a straightforward exercise to verify that convolution is associative,

a fact that we use implicitly throughout this chapter without further

mention.

We leave to the reader the simple exercise of verifying that

E(f ∗ g) = (Ef)(Eg) (4.3.1)

and

f̂ ∗ g = f̂ ĝ (4.3.2)

for every g, f : G → C. Since 1̂−A = 1̂A, (4.3.2) implies in particular

that

1̂A ∗ 1−A(γ) = |1̂A(γ)|2. (4.3.3)

One reason that convolution arises in the study of sum sets is that

if A1, . . . , Ak are sets in an abelian group then the support supp (1A1
∗

· · · ∗ 1Ak) of the convolution 1A1
∗ · · · ∗ 1Ak satisfies

supp (1A1
∗ · · · ∗ 1Ak) = A1 + · · ·+Ak. (4.3.4)

Indeed, 1A1
∗ · · · ∗ 1Ak(x) is equal to

Ey1,...,yk−1∈G1A1
(y1)1A2

(y2 − y1) · · · 1Ak−1
(yk−2 − yk−1)1Ak(x− yk−1),
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and so in fact we have

1A1
∗ · · · ∗1Ak(x) =

|{(a1, . . . , ak) ∈ A1 × · · · ×Ak : a1 + · · ·+ ak = x}|
|G|k−1

,

(4.3.5)

and hence 1A1
∗ · · · ∗ 1Ak(x) gives a normalised count of the number of

ways x can be written as a sum of elements from A1, . . . , Ak. To see why

1/|G|k−1 is a natural normalisation factor, note that

|G|k−1 = |{(g1, . . . , gk) ∈ Gk : g1 + · · ·+ gk = x}|;

thus, phrased in yet another way, 1A1
∗ · · · ∗ 1Ak(x) is the proportion of

those sums g1 + · · ·+ gk = x with gi ∈ G for which gi ∈ Ai for every i.

We prove Lemma 4.2.1 following Green and Ruzsa [34, Lemma 4.1],

starting with the following lemma, which bounds sums of powers of the

Fourier coefficients of A in terms of the growth of the iterated sum sets

of A.

Lemma 4.3.1 Let G be a finite abelian group, let A ⊂ G, and write

α = |A|/|G|. Then ∑
γ∈Ĝ

|1̂A(γ)|2m ≥ α2m−1 |A|
|mA|

.

The idea is then to use the bounds on the sizes of iterated sum sets

given by Corollary 2.4.3 to show that the terms |1̂A(γ)|2m must be large

on average, and then to show that this must mean that |1̂A(γ)| is large

for at least one non-zero γ ∈ Ĝ.

Proof of Lemma 4.3.1 By (4.3.4) we have

1
(m)
A (x) = 1

(m)
A (x)1mA(x),

and so the Cauchy–Schwarz inequality (1.5.1) gives

|Ex∈G 1
(m)
A (x)|2 ≤ Ex∈G 1

(m)
A (x)2 Ex∈G 1mA(x)2.

Since 1mA(x)2 = 1mA(x), and since Ex∈G 1
(m)
A (x) = αm by (4.3.1), this

implies that

α2m ≤ Ex∈G 1
(m)
A (x)2 |mA|

|G|

= αEx∈G 1
(m)
A (x)2 |mA|

|A|
. (4.3.6)
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We therefore have∑
γ∈Ĝ

|1̂A(γ)|2m =
∑
γ∈Ĝ

|1̂(m)
A (γ)|2 (by (4.3.2))

= Ex∈G 1
(m)
A (x)2 (by (4.2.7))

≥ α2m−1 |A|
|mA|

(by (4.3.6)),

as required.

Proof of Lemma 4.2.1 Following Green and Ruzsa [34, Lemma 4.1], we

have 1̂A(0) = α by (4.2.8), and so subtracting the contribution of the

γ = 0 term from the sum
∑
γ∈Ĝ |1̂A(γ)|2m+2 and applying Lemma 4.3.1

gives ∑
γ 6=0

|1̂A(γ)|2m+2 ≥ α2m+1

(
|A|

|(m+ 1)A|
− α

)
.

This implies in particular that

max
γ 6=0
|1̂A(γ)|2m

∑
γ 6=0

|1̂A(γ)|2 ≥ α2m+1

(
|A|

|(m+ 1)A|
− α

)
.

Since
∑
γ 6=0 |1̂A(γ)|2 ≤ α by Parseval’s identity (4.2.7), we may conclude

that

max
γ 6=0
|1̂A(γ)|2m ≥ α2m

(
|A|

|(m+ 1)A|
− α

)
,

and then applying Corollary 2.4.3 and taking (2m)th roots gives

max
γ 6=0
|1̂A(γ)| ≥

(
1

K2(m+ 1)K4 − α
)1/2m |A|

|G|
.

Setting m = b(2K2α)−1/K4c − 1, this implies that

max
γ 6=0
|1̂A(γ)| ≥ α1/2m |A|

|G|

= e−
1

2m logα−1 |A|
|G|

(4.3.7)

>

(
1− logα−1

2m

)
|A|
|G|

.

The assumption that α ≤ (2 · 3K4

K2)−1 implies that for this choice of

m we have

m ≥ 1

2(2K2α)1/K4 ,
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and so (4.3.7) implies that

max
γ 6=0
|1̂A(γ)| ≥

(
1− (2K2α)1/K4

logα−1
) |A|
|G|

,

and the lemma is satisfied.

4.4 Dense Models for Abelian Sets of Small
Doubling

In this section we prove Proposition 4.1.5. Before doing so, it is worth

remarking that the generality of Proposition 4.1.5 makes it considerably

harder to prove. In Exercises 4.1 and 4.5 we guide the reader to analogous

results with better bounds and considerably simpler proofs when A is a

subset of either Z or Fn2 .

We start with the straightforward observation that A at least has a

model in some finite group.

Lemma 4.4.1 Let G be an abelian group and let A ⊂ G be a finite set.

Then for every s there exists a Freiman s-model of A inside some finite

abelian group.

Proof We may assume that G is generated by A. This implies in par-

ticular that G is finitely generated, and hence isomorphic to H × Zd
for some finite abelian group H and some d ∈ N. Since A is finite, we

may therefore view it as a subset of H × [−n, n]d for some n ∈ N. The

quotient homomorphism π : H×Zd → H×Zd/4snZd therefore restricts

to a Freiman s-isomorphism of A into H × Zd/4snZd, and the result

follows.

Lemma 4.4.1 means that in proving Proposition 4.1.5 we may assume

to begin with that A is a subset of a finite group G. The idea of the

proof is then to show that A can be modelled in a sequence of smaller

and smaller groups, until we finally reach a model in a group that is

small enough for our purposes.

One situation in which it is trivial to pass to a model in a smaller group

is if A is contained in a coset of some proper subgroup H of G; indeed,

if A ⊂ H + z then A− z is an s-model of A in H by Lemma 2.7.3 (iii).

Another easy case is if A ⊂ Z/nZ and A is contained in a small inter-

val, say [0, n/4s): in that case, we may simply regard A as lying inside
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Z/(n− 1)Z. It is not too difficult to combine these two cases and arrive

at the following result.

Lemma 4.4.2 Let G be a finite abelian group, let A ⊂ G, and let

s, n ≥ 2. Suppose that ϕ : G → Z/nZ is a homomorphism and there

exists x ∈ Z/nZ and d < n/4s such that ϕ(A) ⊂ [x, x+ d]. Then A has

a Freiman k-model in (kerϕ)× (Z/(n− 1)Z).

Proof We follow Green and Ruzsa [35, Proposition 1.2]. Upon translat-

ing A if necessary we may assume that x = 0. Pick z ∈ ϕ−1(1) so that

G = kerϕ + z, and define maps h : G → kerϕ and λ : G → [0, n − 1]

in such a way that g = h(g) + λ(g)z for every g ∈ G. We then define

ψ : A→ (kerϕ)× (Z/(n− 1)Z) by setting

ψ(g) = (h(g), λ(g)).

The fact that ϕ(A) ⊂ [0, n − 2] implies that ψ is injective. We claim

also that ψ is a Freiman s-isomorphism. To see that ψ is a Freiman

s-homomorphism, suppose that a1, . . . , as, a
′
1, . . . , a

′
s ∈ A satisfy

a1 + · · ·+ as = a′1 + · · ·+ a′s,

and note that this implies that ϕ(a1)+ · · ·+ϕ(as) = ϕ(a′1)+ · · ·+ϕ(a′s),

and hence, since ϕ(ai), ϕ(a′i) ∈ [0, n/4s) for each i, that

λ(a1) + · · ·+ λ(as) = λ(a′1) + · · ·+ λ(a′s).

This in turn implies that h(a1) + · · ·+ h(as) = h(a′1) + · · ·+ h(a′s), and

hence that

ψ(a1) + · · ·+ ψ(as) = ψ(a′1) + · · ·+ ψ(a′s).

The proof that ψ−1 is a Freiman s-homomorphism on ψ(A) is almost

identical.

We know from Lemmas 4.2.1 and 4.2.2 that if A has small dou-

bling then a large proportion of it is contained in the preimage un-

der a homomorphism of some small interval, similar to the hypothesis

of Lemma 4.4.2. However, the hypothesis of Lemma 4.4.2 requires the

whole of A to be contained in such a set, and we see in Exercise 4.7

that applying Lemma 4.2.1 to A has no hope of giving us this stronger

conclusion.

The way around this is a clever idea introduced by Green and Ruzsa,

who noted that if a large proportion of A−A is contained in such a set

then all of A is contained in such a set, and so applying Lemmas 4.2.1
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and 4.2.2 to A − A instead of to A gives us what we need. We capture

Green and Ruzsa’s idea in the following lemma.

Lemma 4.4.3 (Green–Ruzsa [35, Lemma 2.3]) Let G be an abelian

group, let A ⊂ G be a finite set, and let ϕ : G → Z/nZ be a group

homomorphism. Suppose that

|(A−A) \ ϕ−1[x, x+ d]| < |A|/2 (4.4.1)

for some x ∈ Z/nZ and d ∈ [0, n). Then ϕ(A) is contained in an interval

of width at most 2d+ 1.

Proof Upon translating A if necessary we may assume that 0 ∈ A. This

implies that A ⊂ A−A, and so (4.4.1) implies that |A \ϕ−1[x, x+ d]| <
|A|/2, and hence that |A ∩ ϕ−1[x, x + d]| > |A|/2. Picking an arbitrary

a ∈ A, it therefore follows from (4.4.1) that the set (A∩ϕ−1[x, x+d])−a
is not contained in (A−A)\ϕ−1[x, x+d]. Since (A∩ϕ−1[x, x+d])−a ⊂
A−A, this means that there exists some a′ ∈ A∩ϕ−1[x, x+d] such that

ϕ(a′ − a) ∈ [x, x+ d], and hence ϕ(a) ∈ ϕ(a′)− [x, x+ d] ⊂ [−d, d].

Before we put all of this together to prove Proposition 4.1.5, we note

the following rather crude estimate that will help with combining the

various bounds we have so far derived.

Lemma 4.4.4 Let δ ∈ (0, 1). Then for every x ≥ eδ
−2

we have

log x < xδ.

Proof We have log y < y1/2 for every y > 0, and so for y ≥ δ−2 we

have moreover that log y < y1/2 ≤ δy. Substituting y = log x, this means

that for x ≥ eδ
−2

we have log(log x) < δ log x = log(xδ), and the result

follows.

Proof of Proposition 4.1.5 By Lemma 4.4.1 we may assume that A is

a subset of a finite abelian group G, and we may also assume that A has

no s-model in any group smaller than G. To prove the proposition we

must therefore show that |G| ≤ 4K20(200s2K2)2K16 |A|.
Writing α = |A|/|G|, suppose to the contrary that

α <
1

4K20(200s2K2)2K16 . (4.4.2)

Theorem 2.3.1 implies that |A−A|/|G| ≤ K2α and |2A−2A| ≤ K4|A−
A|, and so Lemmas 4.2.1 and 4.2.2 imply that there exists a non-zero

γ ∈ Ĝ and an interval U of width 1/10s such that

|(A−A) \ γ−1(U)| ≤ 100s2(2K10α)1/K16

log(α−1/K2)|A−A|,
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and hence, by Theorem 2.3.1, that

|(A−A) \ γ−1(U)| ≤ 100K2s2(2K10α)1/K16

log(α−1/K2)|A|. (4.4.3)

Write n = ord(γ), and denote by Cn the subgroup of S1 consisting

of the integer powers of e2πi/n. Let ψn be the unique homomorphism

Cn → Z/nZ with ψn(e2πi/n) = 1, and define a homomorphism ϕ : G→
Z/nZ via ϕ(g) = ψn(e(γ(g))). It then follows from (4.4.3) that there

exists x ∈ Z/nZ and d ≤ n/10s such that

|(A−A) \ ϕ−1[x, x+ d]| ≤ 100K2s2(2K10α)1/K16

log(α−1/K2)|A|

≤ 100K2s2(2K10α)1/K16

log(α−1)|A|. (4.4.4)

The bound (4.4.2) certainly implies that α ≤ e−K16

, and so Lemma 4.4.4

combines with (4.4.4) to imply that

|(A−A) \ ϕ−1[x, x+ d]| ≤ 100K2s2(2K10α1/2)1/K16

|A|.

The assumption (4.4.2) then gives

|(A−A) \ ϕ−1[x, x+ d]| < |A|/2.

Lemma 4.4.3 therefore implies that ϕ(A) is contained in an interval of

width at most 2d+ 1 ≤ n/5s+ 1, and then Lemma 4.4.2 implies that A

has a Freiman s-model inside (kerϕ) × (Z/(n − 1)Z). This contradicts

the assumption that A has no s-model inside a group smaller than G,

and so contrary to (4.4.2) it must indeed have been the case that |G| ≤
4K20(200s2K2)2K16 |A|, as required.

4.5 Bohr Sets in Dense Subsets of Finite Abelian
Groups

In this section we prove Proposition 4.1.4. The main ingredient is to show

that 2A − 2A contains a large Bohr set; as we saw in Chapter 3, it is

then not too difficult to approximate this Bohr set by a coset progression,

which is the structure we are ultimately aiming for. The following result

is due to Green and Ruzsa, who built on ideas of Bogolyubov [8] in the

case G = Z.

Lemma 4.5.1 (Bogolyubov; Green–Ruzsa [35, §3]) Let G be a finite

abelian group, let A ⊂ G be a subset of size α|G|, and suppose that

|A+A| ≤ K|A|. Let Γ = {γ ∈ Ĝ : |1̂A(γ)| ≥ α/2K}. Then |Γ| ≤ 4K2/α

and B(Γ, 1
6 ) ⊂ 2A− 2A.
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The purpose of this section is to prove Lemma 4.5.1 and deduce Propo-

sition 4.1.4 from it. In the next section we explain briefly how to improve

Lemma 4.5.1 by enough to deduce Proposition 4.1.7, although we defer

the details to Section 4.A.

In Exercise 4.2 we guide the reader to a simpler proof of Lemma 4.5.1

that does not require the small-doubling assumption, at the expense of

worsening the dependence on α of the bounds.

Proof of Lemma 4.5.1 First, to bound |Γ| note that
∑
γ∈Γ |1̂A(γ)|2 ≥

α2|Γ|/4K2 by definition of Γ. However, Parseval’s identity (4.2.7) implies

that ∑
γ∈Ĝ

|1̂A(γ)|2 = Ex∈G|1A(x)|2 = α,

and so we may conclude that α2|Γ|/4K2 ≤ α, and hence that |Γ| ≤
4K2/α, as required.

The idea to prove that B(Γ, 1
6 ) ⊂ 2A − 2A is to show that for every

x ∈ B(Γ, 1
6 ) we have 1A ∗ 1−A ∗ 1A ∗ 1−A(x) > 0; this implies that

x ∈ 2A− 2A by (4.3.4). To see that it is true, first note that∑
γ∈Ĝ

|1̂A(γ)|4 =
∑
γ∈Ĝ

|1̂A ∗ 1−A(γ)|2 (by (4.3.3))

= Ex∈G(1A ∗ 1−A(x))2 (by (4.2.7))

= Ex∈G
(
(1A ∗ 1−A(x))2 · 1A−A(x)

)
(by (4.3.4))

≥ (Ex∈G 1A ∗ 1−A(x))2

E1A−A
(by (1.5.1))

= α4/E1A−A (by (4.3.1))

≥ α3/K2 (by Theorem 2.3.1),

so that ∑
γ∈Ĝ

|1̂A(γ)|4 ≥ α3

K2
. (4.5.1)

Next, note from (4.3.2), (4.3.3) and (4.2.4) that for every x ∈ G we have

1A ∗ 1−A ∗ 1A ∗ 1−A(x) =
∑
γ∈Ĝ

|1̂A(γ)|4e(−γ(x)),

and hence, since 1A ∗ 1−A ∗ 1A ∗ 1−A(x) is real,

1A ∗ 1−A ∗ 1A ∗ 1−A(x) =
∑
γ∈Ĝ

|1̂A(γ)|4 Re(e(γ(x))). (4.5.2)
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Now let x ∈ B(Γ, 1
6 ), and note that Re(e(γ(x))) ≥ 1/2 for every γ ∈ Γ.

Moreover, when γ = 0 we have Re(e(γ(x))) = 1 > 1/2, and also 1̂A(0) =

α, and hence 0 ∈ Γ by definition of Γ. It therefore follows from (4.5.2)

that

1A ∗ 1−A ∗ 1A ∗ 1−A(x) >
1

2

∑
γ∈Γ

|1̂A(γ)|4 −
∑
γ /∈Γ

|1̂A(γ)|4

=
1

2

∑
γ∈Ĝ

|1̂A(γ)|4 − 3

2

∑
γ /∈Γ

|1̂A(γ)|4

≥ 1

2

∑
γ∈Ĝ

|1̂A(γ)|4 − 3

2
sup
γ /∈Γ

|1̂A(γ)|2
∑
γ∈Ĝ

|1̂A(γ)|2,

and hence from (4.5.1) that

1A ∗ 1−A ∗ 1A ∗ 1−A(x) >
α3

2K2
− 3

2
sup
γ /∈Γ

|1̂A(γ)|2
∑
γ∈Ĝ

|1̂A(γ)|2.

Since supγ /∈Γ |1̂A(γ)|2 ≤ α2/4K2 by definition of Γ and
∑
γ∈Ĝ |1̂A(γ)|2 =

α by Parseval’s identity (4.2.7), this implies that

1A ∗ 1−A ∗ 1A ∗ 1−A(x) >
α3

2K2
− 3α3

8K2

> 0,

and hence by (4.3.4) that x ∈ 2A− 2A, as required.

Proof of Proposition 4.1.4 This is immediate from Lemma 4.5.1 and

Proposition 3.6.2.

4.6 Reducing the Dimension of the Bohr Set

Chang [22] was able to reduce the rank of the progression given by

Proposition 4.1.4 by reducing the dimension of the Bohr set given by

Lemma 4.5.1. The basic idea of Chang’s argument is to show that there

is a small subset Γ0 ⊂ Γ that behaves a bit like a basis, in that every

element of Γ can be expressed as a bounded linear combination of ele-

ments in Γ0. This means that if γ(x) is small for every γ ∈ Γ0 then γ(x)

is also small for every γ ∈ Γ, and so there is some reasonably large ρ

such that B(Γ0, ρ) ⊂ B(Γ, 1
6 ).
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A basis in a finite-dimensional vector space can be constructed by

taking a maximal set of linearly independent elements. In constructing

our basis-like subset Γ0 of Γ we use the following analogue of linear

independence.

Definition 4.6.1 (dissociated subset of Ĝ) Let G be a finite abelian

group, and let Γ = {γ1, . . . , γd} ⊂ Ĝ. The set Γ is said to be dissociated

if the only solution to ε1γ1 + · · · + εdγd = 0 with εi ∈ {−1, 0, 1} is the

trivial solution with εi = 0 for every i.

Just as a maximal set of linearly independent vectors in a finite-

dimensional vector space spans that space, the following lemma exploits

the fact that a maximal dissociated subset of a set Γ ⊂ Ĝ spans Γ in

some sense.

Lemma 4.6.2 Let G be a finite abelian group, let Γ ⊂ Ĝ, and let Γ0 =

{γ1, . . . , γd} ⊂ Γ be a maximal dissociated subset of Γ. Let ρ ∈ [0, 1].

Then we have

B(Γ0, ρ/d) ⊂ B(Γ, ρ).

Proof For an arbitrary γ ∈ Γ \Γ0 there exist, by the maximality of Γ0,

numbers ε1, . . . , εd ∈ {−1, 0, 1} such that γ = ε1γ1 + · · · + εdγd. For an

arbitrary x ∈ B(Γ0, ρ/d), it follows that

|γ(x)| ≤ |γ1(x)|+ · · ·+ |γd(x)|
≤ ρ,

and so B(Γ0, ρ/d) ⊂ B(Γ, ρ), as required.

In proving Proposition 4.1.7, therefore, it is sufficient to bound the

size of a maximal dissociated subset of the set Γ given by Lemma 4.5.1.

One can think of this as eliminating some redundancy from Γ.

Proposition 4.6.3 (Chang [22]) Let G be a finite abelian group, let

A ⊂ G be a subset of size α|G|, and let ρ ∈ [0, 1]. Let Γ = {γ ∈ Ĝ :

|1̂A(γ)| ≥ ρα}, and let Γ0 = {γ1, . . . , γd} be a dissociated subset of Γ.

Then d ≤ 4ρ−2 logα−1.

We prove Proposition 4.6.3 in the appendix to this chapter, Sec-

tion 4.A.

Note in particular that Lemma 4.6.2 and Proposition 4.6.3 allow us

to replace the Bohr set coming from Lemma 4.5.1, which has dimension

linear in α−1, with a Bohr set whose dimension is merely logarithmic in

α−1. This allows us to deduce Proposition 4.1.7, as follows.
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Proof of Proposition 4.1.7 Lemma 4.5.1 implies that if Γ = {γ ∈ Ĝ :

|1̂A(γ)| ≥ α/2K} then |Γ| ≤ 4K2/α and B(Γ, 1
6 ) ⊂ 2A − 2A. Letting

Γ0 be a maximal dissociated subset of Γ, Proposition 4.6.3 implies that

|Γ0| ≤ 16K2 logα−1, whilst Lemma 4.6.2 implies that

B(Γ0, 1/96K2 logα−1) ⊂ B(Γ, 1
6 ) ⊂ 2A− 2A.

The proposition is then immediate from Proposition 3.6.2.

4.7 Chang’s Covering Argument

In this section we prove Proposition 4.1.6, at the heart of which is the

following covering argument due to Chang [22].

Proposition 4.7.1 (Chang’s covering lemma) Let G be a group. Sup-

pose that A ⊂ G is a finite subset of G satisfying |Aε1 · · ·Aεn | ≤ Kn|A|
for every n ∈ N and every ε1, . . . , εn ∈ {1,−1}. Let m ∈ N, let

ε1, . . . , εm ∈ {1,−1},

and suppose that P ⊂ Aε1 · · ·Aεm is a set satisfying |P | ≥ |A|/C. Then

there exist

t ≤ (m+ 1) logK + logC

log 2
+ 1 (4.7.1)

and sets S1, . . . , St ⊂ A with |Si| ≤ 2K such that

A ⊂ St · · ·S1PP
−1S−1

1 · · ·S
−1
t−1. (4.7.2)

Proof We define the sets Si recursively. Assuming the sets S1, . . . , Si
have already been defined, let Si+1 ⊂ A be a maximal set of size at most

2K having the property that the translates xSi · · ·S1P with x ∈ Si+1 are

disjoint. If |Si+1| is strictly less than 2K then stop and set t = i+1. The

containment (4.7.2) then follows from Lemma 2.4.4, since St is maximal

in A with respect to the property that the translates xSt−1 · · ·S1P with

x ∈ St are disjoint.

The disjointness of the various translates implies that

|St · · ·S1P | = |St| · · · |S1||P | ≥ (2K)t−1|P |,

while the fact that each Si ⊂ A and the assumption that P ⊂ Aε1 · · ·Aεm
imply that

|St · · ·S1P | ≤ Km+t|A|.



74 Small Doubling in Abelian Groups

Combining these two inequalities implies that 2t−1 ≤ Km+1|A|/|P | ≤
CKm+1, which gives (4.7.1) and completes the proof.

Proof of Proposition 4.1.6 Theorem 2.3.1 implies that |mA − nA| ≤
Km+n|A| for every m,n ≥ 0, and so Proposition 4.7.1 implies that there

exist

t ≤ (m+ n+ 1) logK + logC

log 2
+ 1

and sets S1, . . . , St ⊂ A with |Si| ≤ 2K such that

A ⊂ H + P − P ⊂ S1 − S1 + · · ·+ St−1 − St−1 + St.

Enumerating the elements of
⋃
i Si as s1, . . . , sr and writing

Q = {ε1s1 + · · ·+ εrsr : εi,∈ {−1, 0, 1}},

we have r ≤ 2Kt and A ⊂ P − P +Q ⊂ (m+ n+ 2Kt)(A− A), which

completes the proof.

4.A Dissociated Subsets of Ĝ

The aim of this appendix is to prove Proposition 4.6.3. We follow the

approach taken by Green and Ruzsa [35, Proposition 3.2], starting with

the following straightforward observation.

Lemma 4.A.1 Let G, A, Γ and Γ0 be as in Proposition 4.6.3. Then

d ≤ α−2ρ−2
∑d
i=1 |1̂A(γi)|2.

Proof The definition of Γ implies that |1̂A(γi)| ≥ ρα for every i, from

which the lemma is immediate.

Bounding the sum
∑d
i=1 |1̂A(γi)|2 coming from Lemma 4.A.1 is slightly

more involved. We start with the following lemma.

Lemma 4.A.2 Let G, A, Γ and Γ0 be as in Proposition 4.6.3, and

define f : G→ R via

f(x) =

d∑
i=1

ci Re(1̂A(γi)e(−γi(x))),



4.A Dissociated Subsets of Ĝ 75

with ci = 1 if γi 6= −γi and ci = 1
2 if γi = −γi. Then

Ex∈Gf(x)2 =
1

2

∑
{i:γi 6=−γi}

|1̂A(γi)|2 +
1

4

∑
{i:γi=−γi}

|1̂A(γi)|2.

In particular,
∑d
i=1 |1̂A(γi)|2 ≤ 4Ex∈Gf(x)2.

Proof We have

Ex∈Gf(x)2 = Ex∈G
∑
i,j

cicj Re(1̂A(γi)e(−γi(x))) Re(1̂A(γj)e(−γj(x)))

=
1

4

∑
i,j

cicj Ex∈G
(

1̂A(γi)e(−γi(x)) + 1̂A(γi)e(−γi(x))
)

×
(

1̂A(γj)e(−γj(x)) + 1̂A(γj)e(−γj(x))
)

=
1

4

∑
i,j

cicj Ex∈G
(

1̂A(γi)e(−γi(x)) + 1̂A(γi)e(γi(x))
)

×
(

1̂A(γj)e(−γj(x)) + 1̂A(γj)e(γj(x))
)
.

Whenever i 6= j the fact that Γ0 is dissociated implies that γi 6= −γj ,
and so the orthogonality relations (4.2.3) imply that

Ex∈Ge(γi(x)− γj(x)) = Ex∈Ge(γi(x) + γj(x)) = 0,

and we may conclude that

Ex∈Gf(x)2

=
1

4

d∑
i=1

c2i Ex∈G
(

1̂A(γi)
2e(−2γi(x)) + 2|1̂A(γi)|2 + 1̂A(γi)

2

e(2γi(x))

)
.

(4.A.1)

If γi = −γi then γi takes only the values 0 and 1
2 , and so all of the terms

in the sum (4.2.5) defining the Fourier transform are real, and hence

1̂A(γj) ∈ R. In particular, if γi = −γi then

1̂A(γi)
2 = 1̂A(γi)

2

= |1̂A(γi)|2.

The lemma therefore follows from (4.A.1) and the orthogonality relations

(4.2.3).

We may rewrite the bound 4Ex∈Gf(x)2 coming from Lemma 4.A.2 as

4
∑
γ∈Ĝ |f̂(γ)|2 using Parseval’s identity (4.2.7). In order to understand

this bound we compute the Fourier transform of f , as follows.
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Lemma 4.A.3 Define f : G → R as in Lemma 4.A.2. Let γ ∈ Ĝ.

Then f̂(γ) = 1
2 1̂A(γ) if γ ∈ Γ0 ∪ −Γ0, and f̂(γ) = 0 otherwise.

Proof By (4.2.5) we have

f̂(γ) =

d∑
i=1

Ex∈Ge(γ(x))ci Re(1̂A(γi)e(−γi(x)))

=
1

2

d∑
i=1

ci Ex∈Ge(γ(x))
(

1̂A(γi)e(−γi(x)) + 1̂A(γi)e(−γi(x))
)

=
1

2

d∑
i=1

ci Ex∈Ge(γ(x))
(

1̂A(γi)e(−γi(x)) + 1̂A(−γi)e(γi(x))
)
,

and so the lemma follows from (4.2.3), and from the fact that since Γ0

is dissociated we have γi 6= −γj when i 6= j.

This in turn allows us to perform the following straightforward com-

putation.

Lemma 4.A.4 Define f : G→ R as in Lemma 4.A.2. Then

Ex∈Gf(x)2 = 1
2αEx∈Af(x).

Proof We have

Ex∈Gf(x)2 =
∑
γ∈Ĝ

|f̂(γ)|2 (by (4.2.7))

= 1
2

∑
γ∈Ĝ f̂(γ)1̂A(γ) (by Lemma 4.A.3)

= 1
2Ex∈Gf(x)1A(x) (by (4.2.6))

= 1
2αEx∈Af(x),

as required.

Lemma 4.A.5 Let t ∈ R and define f : G → R as in Lemma 4.A.2.

Then Ex∈Getf(x) ≤ et2Ef2

.

Proof We have

Ex∈Getf(x) = Ex∈Get
∑d
i=1 ci Re(1̂A(γi)e(−γi(x)))

= Ex∈G
d∏
i=1

etci Re(1̂A(γi)e(−γi(x))).
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Writing ĉi = ci|1̂A(γi)| and ωi = 1̂A(γi)/|1̂A(γi)| for each i, we may

rewrite this as

Ex∈Getf(x) = Ex∈G
d∏
i=1

etĉi Re(ωie(−γi(x))).

Since for every y ∈ R with |y| ≤ 1 we have ety ≤ cosh t+ y sinh t, this in

turn implies that

Ex∈Getf(x) ≤ Ex∈G
d∏
i=1

(cosh tĉi + Re(ωie(−γi(x))) sinh tĉi)

= Ex∈G
d∏
i=1

(
cosh tĉi + 1

2

(
ωie(−γi(x)) + ωie(+γi(x))

)
sinh tĉi

)
.

Multiplying out these brackets, we obtain a linear combination of terms

of the form e(ε1γ1(x) + · · · + εdγd(x)) with εi ∈ {−1, 0, 1} for each i.

Since Γ0 is dissociated, the orthogonality relations (4.2.3) imply that all

these terms vanish when we take the expectation over x ∈ G except the

term with every εi = 0, the coefficient of which is
∏d
i=1 cosh tĉi, and so

we conclude that

Ex∈Getf(x) ≤
d∏
i=1

cosh tĉi.

Since coshu ≤ eu2/2, we conclude that

Ex∈Getf(x) ≤ exp

(
1

2
t2

d∑
i=1

ĉ2i

)

= exp

t2
1

2

∑
{i:γi 6=−γi}

|1̂A(γi)|2 +
1

8

∑
{i:γi=−γi}

|1̂A(γi)|2
 ,

which is at most et
2Ef2

by Lemma 4.A.2, as required.

Proof of Proposition 4.6.3 We use the arithmetic–geometric mean in-

equality,

exp

(
x1 + · · ·+ xn

n

)
≤ ex1 + · · ·+ een

n
. (4.A.2)



78 Small Doubling in Abelian Groups

Defining f : G→ R as in Lemma 4.A.2, for t ∈ R we have

e2tEf2/α = etEx∈Af(x) (by Lemma 4.A.4)

≤ Ex∈Aetf(x) (by (4.A.2))

≤ α−1Ex∈Getf(x)

≤ α−1et
2Ef2

(by Lemma 4.A.5).

Taking t = α−1 and dividing through by ea
−2Ef2

, we conclude that

eα
−2Ef2

≤ α−1. (4.A.3)

We then have

d ≤ α−2ρ−2
d∑
i=1

|1̂A(γi)|2 (by Lemma 4.A.1)

≤ 4α−2ρ−2Ex∈Gf(x)2 (by Lemma 4.A.2)

≤ 4ρ−2 logα−1 (by (4.A.3)),

as required.

Exercises

4.1 The purpose of this exercise is to show that in the case A ⊂ Z,

and at the expense of weakening the conclusion slightly (though

not so much as to prevent it from being used in the proof of Theo-

rem 4.1.3), one can prove Proposition 4.1.5 more simply and with

better bounds. Throughout the exercise, given m ∈ N we write πm :

Z→ Z/mZ for the quotient homomorphism and ψm : Z/mZ→ [m]

for the unique map such that πm ◦ ψm is the identity on Z/mZ.

Given, in addition, λ ∈ Z/mZ, we write dm,λ : Z/mZ→ Z/mZ for

the map defined by x 7→ λx.

(a) Let m, s ∈ N, and suppose that A ⊂ Z/mZ is such that

ψm(A) lies in an interval of length at most m/s. Show that

ψm is a Freiman s-homomorphism on restriction to A.

(b) Let A ⊂ N be finite and let p be a prime greater than every

element of sA − sA. Given λ ∈ (Z/pZ)×, define ϕλ : Z →
Z/mZ via ϕλ = πm ◦ ψp ◦ dp,λ ◦ πp. Show that for each λ ∈
(Z/pZ)× there exists a subset A′ ⊂ A of size at least |A|/s
such that ϕλ is a Freiman s-homomorphism on restriction

to A′.
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(c) Given λ ∈ (Z/pZ)×, show that if πm ◦ ψp ◦ πp(ψp(λ)d) 6= 0

for every d ∈ sA − sA \ {0} then ϕλ|A′ : A′ → ϕλ(A′) is a

Freiman s-isomorphism.

(d) Show that the number of λ ∈ (Z/pZ)× satisfying πm ◦ ψp ◦
πp(ψp(λ)d) = 0 for a given d ∈ sA − sA \ {0} is at most

(p− 1)/m.

(e) Deduce that the number of λ ∈ (Z/pZ)× for which there

exists d ∈ sA− sA \ {0} such that πm ◦ ψp ◦ πp(ψp(λ)d) = 0

is at most
p− 1

m
(|sA− sA| − 1).

(f) Conclude that if |A+A| ≤ K|A| and m = K16|A| then there

exists some λ ∈ (Z/pZ)× and some A′ ⊂ A of size at least

|A|/s such that ϕλ(A′) is a Freiman s-model for A′ in Z/mZ.

4.2 Let G be a finite abelian group and let A ⊂ G be an arbitrary

subset of size α|G|. Show that there exists a subset Γ ⊂ Ĝ of size

at most 4/α2 such that B(Γ, 1
6 ) ⊂ 2A− 2A. This shows that a ver-

sion of Lemma 4.5.1 can be proved more simply, and without using

the small-doubling assumption, at the expense of worsening the de-

pendence on α. Hint: First show that if Γ = {γ ∈ Ĝ : |1̂A(γ)| ≥
1
2α

3/2} then |Γ| ≤ 4/α2. Then show that for x ∈ B(Γ, 1
6 ) we have

1A∗1−A∗1A∗1−A(x) > 1
2 |1̂A(0)|4−supγ /∈Γ |1̂A(γ)|2

∑
γ∈Ĝ |1̂A(γ)|2.

4.3 Prove Theorem 4.1.2 in the case A ⊂ Z using only Exercises 4.1

and 4.2 and material from earlier chapters. Understand why Ex-

ercise 4.2 cannot be used in place of Lemma 4.5.1 in the proof of

Theorem 4.1.2 in general.

4.4 Sanders [59] has shown that in Theorem 4.1.3 the bound on the

rank of P can be improved to O(logO(1) 2K), and the bound on

the cardinality of H + P can be improved to

|H + P | ≥ exp(−O(logO(1) 2K))|A|.

Using these bounds, prove the following for a subset A of an abelian

group satisfying |A+A| ≤ K|A|.
(a) There exists X ⊂ A of size at most exp(O(logO(1) 2K)) and

a coset progression H + P ⊂ 4A − 4A of rank at most

O(logO(1) 2K) such that A ⊂ X +H + P .

(b) There exists a coset progression H + P of rank at most

O(K logO(1) 2K) satisfying A ⊂ H + P and

|H + P | ≤ exp(O(K logO(1) 2K))|A|.
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4.5 Let n ∈ N, and suppose that A ⊂ Fn2 satisfies |A+A| ≤ K|A|. Show

that A has a Freiman 2-model in a group of size at most K4|A|.
This improves Proposition 4.1.5 in the case s = 2 for subsets of

Fn2 . Hint: If |Fn2 | > K4|A| then Theorem 2.3.1 implies that there

exists x ∈ Fn2 \ (2A−2A). Show that the linear projection ϕ : Fn2 →
Fn2/{0, x} is a Freiman 2-isomomorphism on restriction to A.

4.6 Let G be a finite abelian group and let A ⊂ G. Show that if A is

contained in a coset of a proper subgroup of G then there is some

non-zero γ ∈ Ĝ such that

|1̂A(γ)| = |A|
|G|

.

Conversely, given ρ ∈ (0, 1) show that if there exists a non-zero

γ ∈ Ĝ such that

|1̂A(γ)| ≥
(

1− ρ

|G|2

)
|A|
|G|

then a proportion of at least (1 − ρ) of the elements of A belong

to a single coset of some proper subgroup of G.

4.7 Let η ∈ (0, 1). Show that if m ∈ N is large enough depending on η

then there exist A ⊂ Z/mZ and γ ∈ Ẑ/mZ such that

|1̂A(γ)| ≥ (1− η)
|A|
|G|

,

but such that A is not contained in γ−1(U) for any interval U ⊂ T
of width less than 1

2 . Thus, the conclusion of Lemma 4.2.2 cannot

be strengthened to say that A ⊂ γ−1(U). Hint: Let A be the union

of an interval and a singleton.

4.8 Show that if d < n/3 in Lemma 4.4.3 then the conclusion can be

strengthened to say that A lies in an interval of length at most

d+ 1.
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Nilpotent Groups, Commutators and
Nilprogressions

5.1 Progressions in the Heisenberg Group

The Freiman–Green–Ruzsa theorem of the last chapter gave us a quali-

tatively complete description of the sets of small doubling in an arbitrary

abelian group. We now turn our attention to sets of small doubling in

non-abelian groups.

We start in a particular non-abelian group called the Heisenberg group.

The Heisenberg group H(Z) is a group of 3× 3 matrices defined via

H(Z) =

 1 Z Z
0 1 Z
0 0 1

 =


 1 n2 n3

0 1 n1

0 0 1

 : ni ∈ Z

 .

It is easy to see that if we write

u1 =

 1 0 0

0 1 1

0 0 1

 , u2 =

 1 1 0

0 1 0

0 0 1

 , u3 =

 1 0 1

0 1 0

0 0 1

 (5.1.1)

then every element of H(Z) can be expressed in the form 1 n2 n3

0 1 n1

0 0 1

 = un1
1 un1

2 un3
3 , (5.1.2)

and, given two elements un1
1 un2

2 un3
3 and u

n′1
1 u

n′2
2 u

n′3
3 of H(Z) expressed in

this way we have an explicit formula for their product:

(un1
1 un2

2 un3
3 )(u

n′1
1 u

n′2
2 u

n′3
3 ) = u

n1+n′1
1 u

n2+n′2
2 u

n3+n′3+n′1n2

3 . (5.1.3)

The formula (5.1.3) is trivial to verify using the matrix representation

of H(Z), but there is also a slightly more abstract explanation for it.

81
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We define the commutator [x, y] of two elements x, y in some group via

[x, y] = x−1y−1xy. In light of the trivial identity

yx = xy[y, x], (5.1.4)

we think of the commutator [y, x] as representing the ‘cost’ of inter-

changing the order of x and y in a word in the elements of G. In an

abelian group, the fact that commutators are trivial corresponds to the

fact that elements in a word can be rearranged freely without affecting

the value of the word.

In the Heisenberg group one may check that [u2, u1] = u3, so given a

word in u1 and u2 we can, at the cost of introducing a copy of [u2, u1] =

u3 to the word, interchange the order of an adjacent pair of letters u1

and u2. Rewriting the formula (5.1.3) as

(un1
1 un2

2 [u2, u1]n3)(u
n′1
1 u

n′2
2 [u2, u1]n

′
3) = u

n1+n′1
1 u

n2+n′2
2 [u2, u1]n3+n′3+n′1n2 ,

(5.1.5)

it becomes clear that the n′1n2 term in the exponent of [u2, u1] corre-

sponds to the fact that in rearranging the elements on the left-hand side

to obtain the right-hand side one must interchange the positions of n′1
copies of u1 with n2 copies of u2.

We will now look to generalise to the Heisenberg group the abelian no-

tion of progression we introduced in Definition 3.1.1. One naive attempt

at generalising that notion to non-abelian groups is the following.

Definition 5.1.1 (ordered progression) Let x1, . . . , xr be elements

in a group G, and let L1, . . . , Lr ≥ 0. Then the ordered progression

Pord(x;L) = Pord(x1, . . . , xr;L1, . . . , Lr) is defined to be

Pord(x;L) = {x`11 · · ·x`rr : |`i| ≤ Li}.

We define r to be the rank of Pord(x;L).

However, it is fairly easy to see that ordered progressions do not in

general have small doubling in non-abelian groups. Indeed, defining u1

and u2 as in (5.1.1) and letting L1, L2 ≥ 0, we have

Pord(u;L) = {u`11 u
`2
2 : |`i| ≤ Li}.

Since

(u`11 u
`2
2 )(u

`′1
1 u

`′2
2 ) = u

`1+`′1
1 u

`2+`′2
2 u

`′1`2
3 , (5.1.6)

and since by changing the values `1, `
′
1 within the given ranges one can

obtain many different values of the entry `′1`2, it is not difficult to see

that |Pord(u;L)2|/|Pord(u;L)| → ∞ as L1, L2 →∞.
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One can think of this as being an extra ‘degree of freedom’ in the pro-

gression Pord(u;L)2 compared to Pord(u;L), represented by the power of

u3. This extra degree of freedom essentially comes from the existence of

a certain amount of freedom in the order in which the `1 +`′1 instances of

u1 and the `2 +`′2 instances of u2 appear on the left-hand side of (5.1.6).

By contrast, the definition of ordered progression gives no freedom in

the order in which the instances of u1 and u2 appear in an element of

Pord(u;L) itself.

It turns out that by introducing to the original progression the same

freedom to reorder the elements, one can force it to have small doubling

after all.

Definition 5.1.2 (non-abelian progression) Let x1, . . . , xr be elements

in a group G, and let L1, . . . , Lr ≥ 0. Then the non-abelian progression

P (x;L) = P (x1, . . . , xr;L1, . . . , Lr) is defined to consist of those ele-

ments of G that are expressible as products of the elements x±1
1 , . . . , x±1

r

in which each element xi and its inverse appear at most Li times between

them. We define r to be the rank of Pord(x;L).

Proposition 5.1.3 Let u1, u2 be as in (5.1.1) and let L1, L2 ≥ 0. Then

|P (u;L)3| � |P (u;L)|.

Lemma 5.1.4 Let u1, u2 be as in (5.1.1), and define

P (u;L) = {u`11 u
`2
2 [u2, u1]`3 : |`1| ≤ L1, |`2| ≤ L2, |`3| ≤ L1L2}.

Then P (u;L) ⊂ P (u;L) ⊂ P (u; 5L).

Proof One can easily verify that

[un2
2 , un1

1 ] = [u2, u1]n1n2 (5.1.7)

for every n1, n2 ∈ Z. The first inclusion of the lemma then follows from

repeated use of identity (5.1.4), the cases of (5.1.7) in which ni = ±1,

and the fact that [u2, u1] is central in H(Z).

To prove the second inclusion of the lemma, given `1, `2, `3 ∈ Z satis-

fying

|`1| ≤ L1,

|`2| ≤ L2,

|`3| ≤ L1L2,

write `3 = mL2 +r with −L1 ≤ m ≤ L1 and 0 ≤ r ≤ L2, and use (5.1.7)
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again to conclude that

u`11 u
`2
2 [u2, u1]`3 = u`11 u

`2
2 [uL2

2 , um1 ][xr2, x1],

which clearly lies in P (u; 5L).

Proof of Proposition 5.1.3 The proposition is trivial if L1 < 1 or L2 <

1, so we may assume that L1, L2 ≥ 1. Lemma 5.1.4 implies in particular

that P (u; 1
5L) ⊂ P (u;L) and

P (u;L)3 ⊂ P (u; 3L) ⊂ P (u; 3L) (5.1.8)

for every L1, L1 ∈ N.

We first prove the proposition in the case L1, L2 ≥ 5, in which it

follows from the above containments that

P (x; b 1
5Lc) ⊂ P (u;L)

and

P (u;L)3 ⊂ P (u; 30b 1
5Lc).

The proposition then follows from the fact that

|P (u; 30L′)| ≤ 304|P (u; 30L′)|

for every L′1, L
′
2 ∈ N.

If either L1 < 5 or L2 < 5 then we may verify the proposition directly.

We will treat the case in which L2 < 5; the case in which L1 < 5 is very

similar. Suppose, then, that L2 < 5. Note that since L2 ≥ 1, each of

the elements u`1u2u
m
1 with |`| + |m| ≤ L1 belongs to P (u;L). Since

u`1u2u
m
1 = u`+m1 u2u

m
3 , these elements are all distinct by (5.1.2), and so

|P (u;L)| � L2
1. However, since L2 < 5 we also have |P (u; 3L)| � L2

1,

and so the proposition follows from (5.1.8).

At this point it is worth cautioning that even non-abelian progressions

are not necessarily sets of small doubling in an arbitrary group: consider,

for example, the progression P (x1, x2;L1, L2) when x1, x2 are generators

of a free group. The property of H(Z) that allowed us to prove Proposi-

tion 5.1.3 was that commutators are central in H(Z). This property is in

fact a specific instance of a more general property called nilpotence. We

spend the rest of this chapter introducing nilpotent groups in general,

and showing that non-abelian progressions in nilpotent groups – which

we will call nilprogressions – are always sets of small tripling.
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5.2 Nilpotent Groups

In this section we introduce general nilpotent groups. Some of the ma-

terial is reproduced from Hall [38, Chapter 10].

Definition 5.2.1 (normal and central series) Given a group G, we

define a (possibly finite) series G = H1 > H2 > · · · of subgroups of G to

be a normal series for G if each subgroup Hi is normal in G. We define

a normal series G = H1 > H2 > · · · to be a central series for G if each

Hi/Hi+1 is central in the quotient G/Hi+1.

Definition 5.2.2 (nilpotent group) A group G is nilpotent if it admits

a finite central series G = H1 > · · · > Hs+1 = {1}. We define the step

(also called the class) of a nilpotent group G to be the smallest s for

which such a series exists.

Thus, for example, a group is 1-step nilpotent if and only if it is

abelian. It is easy to verify that in the Heisenberg group H(Z) com-

mutators are central, and hence that the Heisenberg group is 2-step

nilpotent.

Given elements x1, . . . , xk of a group G we define the simple commu-

tator [x1, . . . , xk]k recursively via [x1]1 = x1 and

[x1, . . . , xk]k = [[x1, . . . , xk−1]k−1, xk] (5.2.1)

for k ≥ 2. We define the commutator [H1, H2] of two subgroups Hi of a

group G via

[H1, H2] = 〈[h1, h2] : hi ∈ Hi〉,

and then similarly, given subgroups H1, . . . ,Hk of a group G we define

the simple commutator [H1, . . . ,Hk]k recursively via [H1]1 = H1 and

[H1, . . . ,Hk]k = [[H1, . . . ,Hk−1]k−1, Hk]

for k ≥ 2. We drop the subscript k from the brackets when it is clear

from the context what value it takes, such as is the case for [x1, . . . , xk] =

[x1, . . . , xk]k, for example (note, though, that dropping the subscript k

from the commutator [G, . . . , G]k would create ambiguity).

Note that for two subgroups H1, H2 < G we have

[H1, H2] = [H2, H1], (5.2.2)

since [x, y] = [y, x]−1 for arbitrary x, y ∈ G.
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Lemma 5.2.3 Let G be a group, let N,H1, . . . ,Hk C G be normal

subgroups of G, and for each i let Si be a generating set for Hi. Suppose

that [s1, . . . , sk] ∈ N whenever si ∈ Si. Then [H1, . . . ,Hk] ⊂ N .

Proof We proceed by induction on k, the case k = 1 being trivial.

Suppose, therefore, that k > 1 and that [s1, . . . , sk] ∈ N whenever si ∈
Si. This implies in particular that [s1, . . . , sk−1] ∈ CG/N (Hk) whenever

si ∈ Si. Since Hk is normal, CG/N (Hk) is also normal by Lemma 1.5.3,

so we conclude by induction that [H1, . . . ,Hk−1] ⊂ CG/N (Hk) and the

lemma is proved.

We define the lower central series G = G1 > G2 > · · · of an arbitrary

group G by setting

Gk = 〈[x1, . . . , xk] : xi ∈ G〉

for each k. The fact that Gk > Gk+1 follows easily from the fact that

[x1, . . . , xk] = [[x1, x2] . . . , xk]. Note that the subgroups Gk are not only

normal, but characteristic in G. The lower central series is thus certainly

a normal series. As the name suggests it is also a central series; this is

not quite so obvious, but is an immediate consequence of the following

result.

Proposition 5.2.4 If G = G1 > G2 > · · · is the lower central series of

a group G then Gk+1 = [Gk, G] for every k. In particular, [G, . . . , G]k =

Gk for every k.

Proof The fact that Gk+1 < [Gk, G] is trivial. On the other hand, since

the groups Gi are normal the fact that [Gk, G] < Gk+1 follows from

Lemma 5.2.3.

Corollary 5.2.5 The lower central series of an arbitrary group is a

central series.

The following proposition says that if S is a generating set for G then

Gk is generated modulo Gk+1 by the simple commutators in the elements

of S.

Proposition 5.2.6 Let G be a group with generating set S. Then

Gk = 〈[s1, . . . , sk]Gk+1 : si ∈ S〉.

Proof We have 〈[s1, . . . , sk]Gk+1 : si ∈ S〉 ⊂ Gk by definition. On the

other hand, given g ∈ G and s1, . . . , sk ∈ S, since [[s1, . . . , sk], g] ∈ Gk+1

by definition, we have [s1, . . . , sk]g ∈ [s1, . . . , sk]Gk+1. Since Gk+1 is
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normal in G, it follows that 〈[s1, . . . , sk]Gk+1 : si ∈ S〉 is also normal in

G. We therefore have

Gk = [G, . . . , G]k (by Lemma 5.2.4)

⊂ 〈[s1, . . . , sk]Gk+1 : si ∈ S〉 (by Lemma 5.2.3),

and so the proposition is proved.

For the next proposition we need the commutator identity

[x, y−1, z]y[y, z−1, x]z[z, x−1, y]x = 1, (5.2.3)

which may be verified easily by direct computation.

Proposition 5.2.7 Let G be a group, and let G = G1 > G2 > · · · be

the lower central series of G. Then [Gi, Gj ] ⊂ Gi+j for every i, j ∈ N.

Proof The case j = 1 is given by Proposition 5.2.4, so we may assume

that j > 1 and, by induction, that

[Gk, Gj−1] ⊂ Gk+j−1 (5.2.4)

for every k ∈ N. Note that

[Gi, Gj ] = [Gi, [Gj−1, G]] = [[G,Gj−1], Gi] (5.2.5)

by Proposition 5.2.4 and (5.2.2). Note, moreover, that

[[Gi, G], Gj−1] = [Gi+1, Gj−1] ⊂ Gi+j (5.2.6)

by Proposition 5.2.4 and (5.2.4), and

[[Gj−1, Gi], G] ⊂ [Gi+j−1, G] ⊂ Gi+j (5.2.7)

by (5.2.2), (5.2.4) and Proposition 5.2.4.

Given x ∈ G, y ∈ Gj−1 and z ∈ Gi, we have

[x, y, z] = (([y−1, z−1, x]z[z, x−1, y−1]x)−1)y (by (5.2.3))

∈ Gi+j (by (5.2.6) and (5.2.7)).

Lemma 5.2.3 therefore implies that [[G,Gj−1], Gi] ⊂ Gi+j , and so the

proposition follows from (5.2.5).

We next define the upper central series {1} = Z0(G) < Z1(G) <

Z2(G) < · · · of an arbitrary group G by setting each Zi+1(G) so that

Zi+1(G)/Zi(G) is the centre of G/Zi(G). Since the centre of a group

is characteristic, each of the groups Zi(G) is characteristic in G. Note

that the upper central series is not a central series in the sense of Defi-

nition 5.2.1 unless it is finite, in which case G is nilpotent.
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Zr(G) > Zr−1(G) > · · · > Z1(G) > Z0(G) = {1}

< < < <

H1 > H2 > · · · > Hr > Hr+1
< < < <

G = G1 > G2 > · · · > Gr > Gr+1

Figure 5.1 Illustration of Proposition 5.2.8 and the terms upper and lower

central series
.

The prefixes lower and upper in the terms lower and upper central

series are justified by the following result, which is illustrated in Fig-

ure 5.1.

Proposition 5.2.8 Let G be a nilpotent group, and suppose that G =

H1 > · · · > Hr+1 = {1} is a central series for G. Then Hi ⊃ Gi for

every i = 1, . . . , r + 1 and Hr+1−j ⊂ Zj(G) for every j = 0, . . . , r.

Corollary 5.2.9 If a group G is nilpotent of step exactly s then both

its upper and lower central series have length exactly s+ 1, in the sense

that Gs 6= Gs+1 = {1} and Zs−1(G) 6= Zs(G) = G.

Proof of Proposition 5.2.8 We first prove that for i = 1, . . . , r + 1 we

have Hi ⊃ Gi, the case i = 1 being true by definition. For i > 1, we may

assume by induction that

Hi−1 ⊃ Gi−1. (5.2.8)

The fact that Hi−1/Hi is central in G/Hi then means that

Hi ⊃ [Hi−1, G]

⊃ [Gi−1, G] (by (5.2.8))

= Gi (by Proposition 5.2.4),

as required.

We now prove that Hr+1−j ⊂ Zj(G) for every j = 0, . . . , r, the case

j = 0 being true by definition. For j > 0, we may assume by induction

that Hr+2−j ⊂ Zj−1(G), and hence that

G/Zj−1(G) =
G/Hr+2−j

Zj−1(G)/Hr+2−j
. (5.2.9)

Now Hr+1−j/Hr+2−j is central in G/Hr+2−j by definition, so its image
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inG/Zj−1(G) in the quotient (5.2.9) is also central. Since Zj(G)/Zj−1(G)

is the centre of G/Zj−1(G) by definition, this implies that Hr+1−j ⊂
Zj(G), as required.

The key points for the reader to take away from this section are as

follows:

• A group G is nilpotent of step at most if and only if Gs+1 = {1}, and

if and only if Zs(G) = G.

• In order to check that a group G with a generating set S is nilpotent

of step at most s, it suffices to check that [x1, . . . , xs+1] = 1 whenever

xi ∈ S.

• In the event that G is nilpotent of step at most s, commutators of com-

mutators such as [[[g1, g2], g3], [g4, g5]] always evaluate to the identity

if they include more than s elements gi ∈ G (in the language of Sec-

tion 5.3, every commutator of total weight greater than s vanishes; see

Lemma 5.3.2 for a formal statement).

5.3 Commutators

The fact that commutators are central in the Heisenberg group makes

the formula (5.1.5) considerably simpler, since it means that when we

interchange the order of x2 and x1 at the cost of introducing a copy of

[x2, x1], we are free to shift that new copy of [x2, x1] to the right in order

to end up with an expression of the form

xn1
1 xn2

2 [x2, x1]n3 . (5.3.1)

In more general groups than H(Z), however, interchanging the order of

a new instance of a commutator [x2, x1] and an element x1, say, results

in an error of the form [[x2, x1], x1], and interchanging this commutator

with an element x1 results in an error of the form [[[x2, x1], x1], x1], and

so on.

The aims of this section are to give a formal definition of these iterated

commutators, and to present some of their basic properties. In the next

section we shall use this to derive a suitable analogue of the expression

(5.3.1) valid in an arbitrary nilpotent group.

Definition 5.3.1 (commutators and weights) Let x1, . . . , xr be a fi-

nite set of symbols, which we shall call letters. We recursively define the
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commutators in the letters x1, . . . , xr by defining each xi to be a com-

mutator, and for every pair α, α′ of commutators defining [α, α′] also

to be a commutator. To each commutator α we assign a weight vector

χ(α) = (χ1(α), . . . , χr(α)), defined recursively by setting

χi(xj) =

{
1 if i = j

0 if i 6= j

and, given two commutators α, α′ in the xj , defining

χ([α, α′]) = χ(α) + χ(α′).

We call χi(α) the weight of xi in α, or the xi-weight of α. We define the

total weight |χ(α)| of a commutator α via

|χ(α)| = χ1(α) + · · ·+ χr(α).

We define the degree deg(α) of a commutator α via

deg(α) = max
i
χi(α),

and we call a degree-1 commutator a linear commutator. We define a

commutator [α, α′] to be a trivial commutator if α = α′ or if either α or

α′ is trivial.

Thus, for example, [[[x2, x1], x1]] is a commutator in x1, x2 with weight

vector (2, 1), total weight 3 and degree 2.

Of course, if the letters xi are elements that generate a group G then

we may interpret commutators recursively via

[α, β] = α−1β−1αβ. (5.3.2)

It is easy to see that a trivial commutator always has the identity element

as its interpretation. If G is s-step nilpotent then those commutators of

total weight greater than s also have trivial interpretations in G, as

follows.

Lemma 5.3.2 In an s-step nilpotent group every commutator of total

weight greater than s evaluates to the identity.

Proof This is immediate from Proposition 5.2.7 and Corollary 5.2.9.

Proposition 5.3.3 The number of commutators of weight at most s

in the letters x1, . . . , xr is at most (4r)s.
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Before we prove Proposition 5.3.3 we isolate two lemmas.

Lemma 5.3.4 A commutator α of total weight k uses k − 1 pairs of

brackets.

Proof The lemma is trivial for commutators of total weight 1. We may

suppose, therefore, that α = [β1, β2] for some commutators β1 and β2 of

total weights k1 and k2, respectively, with k1 +k2 = k. By induction, the

number of pairs of brackets used by α is therefore (k1−1)+(k2−1)+1 =

k − 1, as required.

Lemma 5.3.5 Let r, k ∈ N. Write Cr,k for the set of commutators of

weight k in the letters x1, . . . , xr. Write Wr for the set of finite strings of

the open-bracket symbol [ and the symbols x1, . . . , xr. Write Wr,k for the

subset of W consisting of those strings that feature exactly k − 1 copies

of the symbol [ and exactly k copies of the symbols x1, . . . , xr between

them. Then |Cr,k| ≤ |Wr,k|.

Proof We will define an injection ψ : Cr,k → Wr,k. We may view a

commutator c ∈ C as a string in the symbols x1, . . . , xr, the open- and

close-bracket symbols [ and ], and the comma symbol. We may then

define ψ(c) to be the string obtained from c by deleting from c all copies

of the symbol ] and all commas. Thus, for example, ψ([[x1, x2], x1]) =

[[x1x2x1. The fact that ψ(c) ∈Wr,k follows from Lemma 5.3.4.

The case k = 1 is trivial, since Cr,1 = Wr,1 = {x1, . . . , xr} and ψ is

the identity in that case. We may therefore assume that k ≥ 2 and, by

induction, that the lemma holds for all values of r for all smaller values

of k.

We will show that knowledge of ψ(c) allows us to recover c. Since

k ≥ 2, the string c ∈ Cr,k must feature at least one substring of the form

[xi, xj ], and hence ψ(c) must feature at least one substring of the form

[xixj . Note also that every substring of ψ(c) of the form [xixj must have

arisen from a substring of c of the form [xi, xj ]. Replacing the left-most

substring of the form [xi, xj ] in c by a new symbol xr+1, we obtain an

element c′ ∈ Cr+1,k−1. Note that we can obtain ψ(c′) directly from ψ(c)

by replacing the left-most substring of the form [xixj in ψ(c) by xr+1.

By induction on k, we can recover c′ from ψ(c). Since knowledge of

ψ(c) allows us to recover the substring [xi, xj ] of c that was replaced

by xr+1 to arrive at c′, we can then also recover c. This proves the

lemma.
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Remark It follows from the definition of the map ψ in Lemma 5.3.5 that

when k ≥ 2 the lemma remains true if Wr,k is replaced by the subset

{w ∈Wr,k : the first symbol in the string w is [ }.

Proof of Proposition 5.3.3 Let Wk,r be as defined in Lemma 5.3.5, not-

ing that the number of commutators of weight at most s in the letters

x1, . . . , xr is at most
s∑

k=1

|Wk,r|

by that lemma. We can specify a string belonging to Wk,r by first saying

which k symbols in the string are of the form xi, and then by specifying

which xi each of these symbols is. This implies that

|Wk,r| ≤ rk
(

2k − 1

k

)
≤ rs

(
2s

k

)
,

and hence that
s∑

k=1

|Wk,r| ≤ rs
s∑

k=1

(
2s

k

)
≤ rs22s

= (4r)s,

which proves the proposition.

Lemma 5.3.6 Let α be a commutator in elements x1, . . . , xr. Then

when α is expressed as a word in the xi and their inverses, each xi and

its inverse appear at most 2|χ(α)|−1χi(α) times between them.

Proof If |χ(α)| = 1 then the lemma is trivial, so we may assume that

there exist commutators β1, β2 in the xi such that α = [β1, β2] and, by

induction, that when a given βj is written as a word in the xi and their

inverses, each xi and its inverse appear at most 2|χ(βj)|−1χi(βj) times

between them. It follows that when α is written as a word in the xi and

their inverses, each xi and its inverse appear at most

2|χ(β1)|χi(β1) + 2|χ(β2)|χi(β2) (5.3.3)

times between them. However, (5.3.3) is at most 2max{|χ(β1)|,|χ(β2)|}χi(α),

so since |χ(βj)| < |χ(α)| this implies the desired bound.
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5.4 The Collecting Process and Basic Commutators

In this section we explain how to generalise the expression (5.3.1) to

an arbitrary nilpotent group. Expressing an element of the Heisenberg

group in the form (5.3.1) was possible thanks to repeated use of the

identity (5.1.4). In an arbitrary nilpotent group we use the following

expanded set of commutator identities in an analogous way.

Lemma 5.4.1 Let u and v be elements of an s-step nilpotent group.

Then, denoting v0 = v and vi+1 = [vi, u] for i > 1, we have

vu = uv[v, u], (5.4.1)

v−1u = u[v, u]−1v−1, (5.4.2)

vu−1 = u−1vv2v4 · · · v−1
5 v−1

3 v−1
1 , (5.4.3)

v−1u−1 = u−1v1v3v5 · · · v−1
4 v−1

2 v−1, (5.4.4)

the expressions on the right-hand side of identities (5.4.3) and (5.4.4)

being finite by Lemma 5.3.2.

Proof This proof is partially based on Hall [38, §11.1]. Identities (5.4.1)

and (5.4.2) are immediate. To prove (5.4.3) and (5.4.4) we use the com-

mutator identity

[x, yz] = [x, z][x, y][x, y, z], (5.4.5)

which is easily verified by direct computation. We first claim that

[vk, u
−1] = vk+2[vk+2, u

−1]v−1
k+1 (5.4.6)

for every k ≥ 0. Indeed, (5.4.5) gives the commutator identity

1 = [x, yy−1] = [x, y−1][x, y][x, y, y−1],

and hence the commutator identity

[x, y−1] = [x, y, y−1]−1[x, y]−1. (5.4.7)

We then have

[vk, u
−1] = [vk+1, u

−1]−1v−1
k+1 (by (5.4.7))

=
(
[vk+2, u

−1]−1v−1
k+2

)−1
v−1
k+1 (by (5.4.7))

= vk+2[vk+2, u
−1]v−1

k+1,

giving (5.4.6) as claimed. Iterating (5.4.6) and noting that vk = 1 for

large enough k by Lemma 5.3.2, we deduce that

[v, u−1] = v2v4 · · · v−1
5 v−1

3 v−1
1 . (5.4.8)



94 Nilpotent Groups, Commutators and Nilprogressions

Identities (5.4.3) and (5.4.4) then follow from substituting u−1 for u in

(5.4.1) and (5.4.2) and applying (5.4.8).

We apply the identities (5.4.1)–(5.4.4) to write a group element in a

form analogous to (5.3.1) via an algorithm called the collecting process.

Our description of the collecting process is based on Hall [38, §11.1].

Fix an s-step nilpotent group G and a generating set x1, . . . , xr for G.

Write c1, . . . , cd for the set of commutators in the xi of total weight at

most s, ordered so that

(i) ci = xi for i = 1, . . . , r;

(ii) |χ(ci)| ≤ |χ(cj)| whenever i ≤ j; and

(iii) commutators of the same weight vector are listed consecutively;

and arbitrarily otherwise. We fix this order from now on.

A string of commutators and their inverses cε1i1 · · · c
εn
in

with each εj ∈
{±1} is said to be in collected form if i1 ≤ · · · ≤ in. The collecting pro-

cess is a process for converting a string that is not in collected form into

a string that is in collected form, without changing the group element

that the string represents.

Note, in particular, that the empty string, which we write as e, is in

collected form and evaluates to the identity element 1 ∈ G.

Given an arbitrary string c = cε1i1 · · · c
εn
in

with each εj ∈ {±1} such that

c is not in collected form, set m ∈ [n]0 maximal such that cε1i1 · · · c
εm
im

is in

collected form and such that im ≤ ik for every k = m+ 1, . . . , n, define

cε1i1 · · · c
εm
im

to be the collected part of the string c, and define c
εm+1

im+1
· · · cεnin

to be the uncollected part.

We define the collecting process by means of an operator C on the set

of finite strings of commutators and their inverses as follows. If a string

c is in collected form then we simply set C(c) = c. If c is not in collected

form then let u be the smallest subscript of a commutator appearing

in the uncollected part of c, and let cij be the left-most copy of cu in

the uncollected part. Next, define commutators b1, b2, . . . recursively by

setting

b1 =

{
[cij−1 , cij ] if |χ([cij−1 , cij ])| ≤ s
e otherwise

(5.4.9)

and

bk+1 =

{
[bk, cij ] if |χ([bk, cij ])| ≤ s
e otherwise.

(5.4.10)
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Then, if εj = εj−1 = 1, set

C(c) = cε1i1 · · · c
εm
im
· · · cijcij−1b1 · · · c

εn
in

and say that C performs a collecting transformation of type 1 , or simply

a transformation of type 1, on c. If εj = 1 and εj−1 = −1 then set

C(c) = cε1i1 · · · c
εm
im
· · · cij b−1

1 c−1
ij−1
· · · cεnin

and say that C performs a (collecting) transformation of type 2 on c. If

εj = −1 and εj−1 = 1 then set

C(c) = cε1i1 · · · c
εm
im
· · · c−1

ij
cij−1b2b4 · · · b−1

5 b−1
3 b−1

1 · · · c
εn
in

and say that C performs a (collecting) transformation of type 3 on c.

Finally, if εj = εj−1 = −1 then set

C(c) = cε1i1 · · · c
εm
im
· · · c−1

ij
b1b3b5 · · · b−1

4 b−1
2 c−1

ij−1
· · · cεnin

and say that C performs a (collecting) transformation of type 4 on c.

Proposition 5.4.2 Let G be an s-step nilpotent group generated by

elements x1, . . . , xr. Write c1, . . . , cd for the ordered list of commutators

in the xi of total weight at most s. Let c = cε1i1 · · · c
εn
in

be a finite string of

commutators and their inverses. Then there exists k ∈ N such that Ck(c)

is in collected form, and Ck(c) evaluates to the same group element as c.

Proof Let w ≥ 1 be such that i` ≥ w for every ` > m. We proceed

by downward induction on w, noting that the case w = d is vacuously

true since the uncollected part of c cannot possibly consist entirely of

copies of cd. We then induct on the number of copies of cw appearing

in the uncollected part of c. The proposition is trivial by the downward

induction on w in the case where the number of copies of cw appearing

in the uncollected part of c is 0, so we may assume that there is at least

one copy of cw in the uncollected part of c. Note that this implies that

w = u.

The operator C moves the commutator cij to the j − 1 position in

the string c. It inserts some new commutators to the string, but the

subscripts of all of these are greater than w. Thus, after j − m + 1

applications of C, the commutator cij will lie in the collected part of the

string, and no new copies of any cv with v ≤ w will have been inserted.

This means that the smallest subscript of a commutator appearing in

the uncollected part of Cj−m+1(c) is at least w, and that Cj−m+1(c) has

fewer copies of cw in its uncollected part than c does. It therefore follows
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by induction that there exists k ∈ N such that Ck(c) is in collected form,

as required.

To see that Ck(c) evaluates to the same group element as c, note that

the identities (5.4.1)–(5.4.4) and Lemma 5.3.2 imply that C(c) always

evaluates to the same group element as c.

It turns out that if we start with a finite string of the elements xi and

their inverses, with no higher-weight commutators, then only certain

commutators will appear during the collecting process. For example,

one will never need to interchange the positions of a copy of x1 with a

copy of [x3, x2], since every copy of x1 will have already been moved to

the left-hand end of the string before any copies of [x3, x2] arise, and so

the commutator [[x3, x2], x1] will never arise. Those commutators that

can arise are called basic commutators.

We can give an explicit recursive definition of the basic commutators,

as follows.

Definition 5.4.3 (basic commutators) Let x1, . . . , xr be a finite set

of letters. For i = 1, . . . , r, set ui = xi and declare the ui to be the

basic commutators of total weight 1. Then, having defined the basic

commutators u1, . . . , um of total weight less than k, define a commutator

α of total weight k to be basic if

• α = [ui, uj ] for some ui, uj with i > j; and

• if ui = [us, ut] then j ≥ t.

Then label the basic commutators of total weight k as um+1, . . . , um′ , in

the same order that they appear in the ordered list of all commutators.

Note that the arbitrariness of the order implies that the list of basic

commutators is not uniquely defined. Note, however, that if r ≥ 2 the

commutators [[· · · [[x2, x1], x1] · · · ], x1] are always basic, so there are al-

ways basic commutators of every total weight, whereas if r = 1 then x1

is the unique basic commutator.

Lemma 5.4.4 Let G be an s-step nilpotent group generated by elements

x1, . . . , xr, and let c be a finite string in the xi and their inverses. Let ` ∈
N. Then C`(c) consists entirely of basic commutators and their inverses.

Proof Write c1, . . . , cd for the ordered list of commutators in the xi of

total weight at most s. The lemma holds by definition in the case ` = 1.

We may assume that ` ≥ 2 and write

C`−1(c) = cε1i1 · · · c
εn
in
.
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We may also assume by induction that each cik is a basic commutator.

If C`−1(c) is in collected form then C`(c) = C`−1(c) and the lemma

holds by induction. If not then let u be the smallest subscript of a com-

mutator appearing in the uncollected part of c, and let cij be the left-

most copy of cu in the uncollected part. Define commutators b1, b2, . . .

as in the definition of C. It is sufficient to show that the commutators bk
are all basic.

Since cij and cij−1 are basic, if b1 is basic then so are b2, b3, . . .. Since

ij−1 > ij , if cij−1
is of weight 1 then b1 is basic. We may therefore assume

that cij−1
is not of weight 1, say cij−1

= [cv, cw]. The commutator cij−1

must have arisen from an earlier application of C, in which a copy of the

commutator cw was moved to the left. At that point, w must have been

the smallest subscript of a commutator appearing in the uncollected

part of the string, which implies in particular that w ≤ u. It follows that

b1 = [[cv, cw], cij ] = [[cv, cw], cu] is a basic commutator, as required.

Theorem 5.4.5 ([38, Theorem 11.2.4]) Let s ∈ N. Let G be an s-

step nilpotent group with generators x1, . . . , xr, and let u1, . . . , ut be a

complete ordered list of basic commutators of weight at most s in the xi.

Then every element of G can be expressed in the form

u`11 · · ·u
`t
t (5.4.11)

with `i ∈ Z.

Proof An arbitrary element g ∈ G can by definition be written as a

string in the elements xi and their inverses, and hence as a string c in the

commutators c1, . . . , cr and their inverses. Proposition 5.4.2 implies that

there exists k ∈ N such that Ck(c) is in collected form, and that Ck(c) = g

in G. Since each of c1, . . . , cr is a basic commutator by definition, the

string Ck(c) consists entirely of basic commutators by Lemma 5.4.4.

A string in collected form consisting entirely of basic commutators is

automatically of the form (5.4.11), and so the theorem is proved.

Lemma 5.4.6 ([69, Lemma 3.6]) Let r ∈ N and let j ∈ [r]. Let

x1, . . . , xr be letters, and let u1, u2, . . . be a complete list of basic commu-

tators in the xi. Then there exists a complete list of basic commutators

in the letters x1, . . . , xj−1, xj+1, . . . , xr that is precisely the subsequence

of those ui with zero xj-weight.

Proof The ordered list of basic commutators of weight 1 is x1, . . . , xj−1,

xj+1, . . . , xr. When defining the basic commutators of weight n we may

therefore assume by induction that the sequence of basic commutators of
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weight less than n is precisely the subsequence of those ui of total weight

less than n and zero xj-weight. It is then trivial that a commutator of

weight exactly n with zero xj-weight satisfies the conditions given in

Definition 5.4.3 for being included as a basic commutator in one list, if

and only if it satisfies the conditions for inclusion in the other list. If

we then choose the order of the basic commutators of total weight n

in x1, . . . , xj−1, xj+1, . . . , xr to be the restriction of the order on the ui,

it follows that the sequence of basic commutators of weight at most n

in x1, . . . , xj−1, xj+1, . . . , xr is precisely the subsequence of those ui of

total weight at most n and zero xj-weight, as required.

Corollary 5.4.7 Let s ∈ N. Let G be an s-step nilpotent group with

generators x1, . . . , xr, and let y ∈ 〈xi1 , . . . , xim〉. Then when y is ex-

pressed in the form u`11 · · ·u
`t
t given by Theorem 5.4.5, we may assume

that `k = 0 for every k for which there exists j /∈ {i1, . . . , im} with

χj(uk) > 0.

Before we move on, it is worth saying a word about the motivation

for the term basic commutators. This entails a definition: if F is the

free group on generators u1, . . . , ur, we define the free s-step nilpotent

group of rank r, denoted Nr,s, to be the quotient F/Fs+1. More precisely,

writing xi = uiFs+1 ∈ Nr,s for each i, we say that Nr,s is the free s-

step nilpotent group on generators x1, . . . , xr. The importance of free

nilpotent groups stems at least in part from the fact that if G is a

nilpotent group of step at most s generated by elements y1, . . . , yr then

there exists a homomorphism ϕ : Nr,s → G such that ϕ(xi) = yi for

i = 1, . . . , r.

The term basic commutators refers to the fact that the expression

(5.4.5) for an element of G = Nr,s given by Theorem 5.4.5 is unique.

Indeed, for every k = 1, . . . , s the basic commutators of weight k form a

basis of the free abelian group Gk/Gk+1. A proof of this is beyond the

scope of this book, but can be found in Hall [38, Theorem 11.2.4].

5.5 Commutator Forms

Our main aim in the rest of this chapter is to prove results like Propo-

sition 5.1.3 and Lemma 5.1.4 for arbitrary nilpotent groups. A property

of commutators in the Heisenberg group H that was convenient in the
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proof of those results was (5.1.7), which says that the ‘commutator map’

[ , ] : 〈u1〉 × 〈u2〉 → [H,H]

(x, y) 7→ [x, y]

is a homomorphism in each variable. In this section we generalise this

property to arbitrary nilpotent groups.

The first step is to give a formal means of describing more gen-

eral ‘commutator maps’. The definition is perhaps easier to understand

by means of an example: given a group G and a commutator α =

[[x1, x2], x1], we define the commutator map on G associated to α, de-

noted by αG : G × G → G, via αG(g1, g2) = [[g1, g2], g1]. Formally, we

use the following definition, which is based on [72, Definition 3.2].

Definition 5.5.1 (commutator forms) Let x1, . . . , xr be letters. Then

given a group G and a commutator α in the letters xi we denote by

αG : Gr → G the commutator map on G associated to α, which we

define by setting αG(g1, . . . , gr) to be the element of G obtained by first

replacing each xi in the commutator α by gi to obtain a commutator in

the gi, and then evaluating that commutator in G using the rule (5.3.2).

We call the class of commutator maps associated to a given commutator

a commutator form. By abuse of notation we often denote both the

commutator form and each commutator map in it simply by α.

We define the weight vector, xi-weight, total weight or degree of a com-

mutator form or commutator map to be the same as that of the corre-

sponding commutator. We also define a commutator form or commutator

map to be basic, linear or trivial if the corresponding commutator is.

Throughout this book we make repeated use of the following funda-

mental fact. The proof we give essentially appears in [3, §6], for example.

Lemma 5.5.2 Let G be a group, and let α : G × · · · × G → Gs be a

linear commutator map of weight s. Then α is a homomorphism modulo

Gs+1 in each variable. Moreover, [G,G] is in the kernel of each of these

homomorphisms.

The s = 2 case of Lemma 5.5.2 is in fact a special case of the following

more general fact.
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Lemma 5.5.3 Let G be a group and let A,B be subgroups of G. If

[A,B] commutes with A then the commutator map

[ , ] : A×B → [A,B]

(a, b) 7→ [a, b]

is a homomorphism in the first variable; if [A,B] commutes with B then

it is a homomorphism in the second variable. In particular, by Proposi-

tion 5.2.7, for every i, j ∈ N we have

[ , ] : Gi ×Gj → Gi+j ,

and this map is a homomorphism modulo Gi+j+1 in each variable.

Proof We prove that if [A,B] commutes with A then [ , ] : A × B →
[A,B] is a homomorphism in the first variable; the proof for the second

variable is similar. Let a1, a2 ∈ A and b ∈ B. The identity (5.1.4) gives

a1a2b = ba1a2[a1a2, b] (5.5.1)

and

a1a2b = ba1[a1, b]a2[a2, b]. (5.5.2)

Since [a1, b] commutes with a2, (5.5.2) implies that

a1a2b = ba1a2[a1, b][a2, b], (5.5.3)

and then comparing (5.5.1) and (5.5.3) gives [a1a2, b] = [a1, b][a2, b], as

required.

Proof of Lemma 5.5.2 Let α be a commutator form of weight s. The

lemma is trivial if s = 1, so we may assume that s > 1, and hence

that there exist commutator forms β1 and β2 such that α = [β1, β2].

Lemma 5.5.3 implies that the map [ , ] : G|χ(β1)| × G|χ(β2)| → Gs is

a homomorphism modulo Gs+1 in each variable. Proposition 5.2.7 also

implies that the kernel of each of these homomorphisms in the first vari-

able contains G|χ(β1)|+1, and the kernel of each of these maps in the

second variable contains G|χ(β2)|+1. By induction on s, for each i the

commutator form βi : G|χ(βi)| → G|χ(βi)| is a homomorphism modulo

G|χ(βi)|+1 in each variable, and so we may conclude that α is a homomor-

phism modulo Gs+1 in each variable, as required. The fact that [G,G]

is in the kernel of each of these homomorphisms follows from Proposi-

tion 5.2.7.
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5.6 Nilprogressions

The ‘progression’ P (x;L) of Proposition 5.1.3 is in fact an instance of

the following more general definition.

Definition 5.6.1 (nilprogression) Let x1, . . . , xr be elements in a group

G, and let L1, . . . , Lr ≥ 0. Then the non-abelian progression P (x;L) =

P (x1, . . . , xr;L1, . . . , Lr) is defined to consist of all those elements of G

that can be expressed as words in the xi and their inverses in which each

xi and its inverse appear at most Li times between them. We define r

to be the rank of P (x;L). If the xi generate an s-step nilpotent group

then P (x;L) is said to be a nilprogression of step s, and in this instance

we often write Pnil(x;L) instead of P (x;L).

We can also generalise the ‘progression’ P (x;L) defined in Lemma 5.1.4,

as follows. From now on, given L1, . . . , Lr ≥ 0 and a vector χ ∈ Nr0 we

abbreviate by Lχ the quantity Lχ1

1 · · ·Lχrr .

Definition 5.6.2 (nilpotent progression; [12, Definition 1.4]) Let G be

a nilpotent group. Let x1, . . . , xr be elements of G, and let u1, . . . , ut be

the list of basic commutators in the xi. Let L1, . . . , Lr ≥ 0. Then the

nilpotent progression P (x;L) = P (x1, . . . , xr;L1, . . . , Lr) is defined to

be the set

P (x;L) = {u`11 · · ·u
`t
t : |`i| ≤ Lχ(ui)}.

We define r to be the rank of P (x;L).

The first main aim of this section is to show that nilprogressions and

nilpotent progressions have small tripling, as follows.

Proposition 5.6.3 Fix r, s ≥ 1, and let x1, . . . , xr be elements in an s-

step nilpotent group. Then for every L1, . . . , Lr ∈ N the nilpotent progres-

sion P (x;L) satisfies |P (x;L)3| �r,s |P (x;L)|. Moreover, there is a con-

stant λr,s depending only on r and s such that if L1, . . . , Lr ≥ λr,s then

the nilprogression Pnil(x;L) also satisfies |Pnil(x;L)3| �r,s |Pnil(u;L)|.

We invite the reader to show in Exercise 5.5 that the assumption that

L1, . . . , Lr ≥ λr,s is necessary in the last part of Proposition 5.6.3.

The second main aim of this section is to show that nilprogressions,

nilpotent progressions and ordered progressions in nilpotent groups are

roughly equivalent, in the following sense.
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Proposition 5.6.4 Let G be an s-step nilpotent group, let x1, . . . , xr ∈
G, and let L1, . . . , Lr ∈ N. Then

Pord(x;L) ⊂ Pnil(x;L) ⊂ P (x;L) ⊂ Pord(x;L)(96s)s
2
rs .

Proposition 5.6.3 actually follows fairly straightforwardly from Propo-

sition 5.6.4, as follows.

Proof of Proposition 5.6.3 from Proposition 5.6.4 It is trivial from the

definitions that

|P (x;CL)| ≤ COr,s(1)|P (x;L)| (5.6.1)

for every C ≥ 1 and

Pnil(x;L)m ⊂ Pnil(x;mL) (5.6.2)

for every m ∈ N. Moreover, (5.6.2) combines with Proposition 5.6.4 to

imply that

P (x;L) ⊂ Pnil(x;Or,s(L)). (5.6.3)

To prove the first assertion of the proposition, we write

P (x;L)3 ⊂ Pnil(x;Or,s(L)) (by (5.6.3))

⊂ P (x;Or,s(L)) (by Proposition 5.6.4)

and then apply (5.6.1). To prove the second assertion, we first note that

(5.6.3) implies that there exists c depending only on r and s such that

P (x; bcLc) ⊂ Pnil(x;L); if each Li satisfies Li ≥ 1/c, this implies in

particular that

P (x; 1
2cL) ⊂ Pnil(x;L).

On the other hand, we have

Pnil(x;L)3 ⊂ P (x; 3L)

by (5.6.2) and Proposition 5.6.4. These last two containments combine

with (5.6.1) to imply the second assertion of the proposition.

The first inclusion of Proposition 5.6.4 is trivial. We prove the second

in the following lemma, essentially just by keeping track of the commu-

tators arising during the collecting process.

Lemma 5.6.5 ([72, Corollary A.8]) Let G be an s-step nilpotent group,

let x1, . . . , xr ∈ G, and let L1, . . . , Lr ∈ N. Then Pnil(x;L) ⊂ P (x;L).
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The final inclusion of Proposition 5.6.4 follows from Proposition 5.3.3

and the following result.

Proposition 5.6.6 Let x1, . . . , xr be elements in an s-step nilpotent

group G. Let L1, . . . , Lr ∈ N. Let α be a basic commutator form of weight

at most s on r variables. Then for every integer ` satisfying |`| ≤ Lχ(α)

we have

α(x1, . . . , xr)
` ∈ Pord(x;L)(24s)s(s+1−|χ(α)|)

.

The constants 24 in Proposition 5.6.6 and 96 in Proposition 5.6.4 could

be improved with a little more care, but we are more concerned with

the shape of the bounds than with the precise constants involved.

We start by proving Lemma 5.6.5, which as it happens is also an

ingredient in Proposition 5.6.6.

Proof of Lemma 5.6.5 We follow the proof of [72, Lemma A.6]. Write

u1, . . . , ut for a complete ordered list of basic commutators of weight at

most s in the xi. We claim that if w is a word in the xi and their inverses

featuring pj copies of xj and nj copies of x−1
j , with pj + nj ≤ Lj , then

applying the collecting process to w results in at most Lχ(ui) copies of

ui and u−1
i between them. This proves the lemma.

The collecting process never creates any new copies of xi or x−1
i , so the

claim certainly holds whenever ui has total weight 1. We may therefore,

by induction, prove the claim for basic commutators of a given total

weight ω > 1, under the assumption that it holds for all commutators

of total weight less than ω.

Since ω > 1, any commutator of weight ω arising from the collecting

process is of the form [ui, uj ]
±1 for some basic commutators ui, uj of

total weight less than ω. We prove the claim by defining an injection f

from the set of copies of [ui, uj ]
±1 to the set of pairs of copies of u±1

i

and u±1
j . This is sufficient as by induction the number of such pairs is

at most Lχ(ui)Lχ(uj) = Lχ([ui,uj ]).

If a copy z of [ui, uj ]
±1 arose from a collecting transformation of

type 1 or 2 then this can only have been as a result of interchanging a

copy a of u±1
i and a copy b of uj . In this case simply define f(z) = (a, b).

If z arose as from a collecting transformation of type 3 or 4 then

it must have arisen from interchanging a copy b′ of u−1
j and a copy

of some commutator uk. Defining v0, v1, v2, . . . by setting v0 = uk and

vq+1 = [vq, uj ], it must therefore be the case that ui is equal to some vq.

If q = 0 then z arose from interchanging a copy a′ of ui with b′, and we
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define f(z) = (a′, b′). If q > 0 then exactly one copy a′′ of vq will also

have arisen as a result of the same transformation as that producing z.

In this case we define f(z) = (a′′, b′).

Now that we have defined f it remains to show that it is an injection.

A given pair of copies of u±1
i and u±1

j will be interchanged at most

once during the collection process, and so if two distinct copies z, z′ of

[ui, uj ] both arose from interchanging copies of ui and uj (which is to

say as a result of a transformation of type 1 or 2, or of type 3 or 4 in

the case q = 0) then we certainly have f(z) 6= f(z′). Furthermore, a

given transformation of type 3 or 4 produces at most one copy of any

commutator ul, and so if z and z′ both arose from transformations of

type 3 or 4 in the case q > 0 then we also have f(z) 6= f(z′).

Finally, suppose a copy z of [ui, uj ]
±1 arose from a transformation of

type 3 or 4 in the case q > 0. By definition of these transformations, the

copy a′′ of ui = vq produced as a result of the transformation producing

z will already be to the right of b′, and so a′′ and b′ will never have to be

interchanged and so no z′ arising from a transformation of type 1 or 2,

or of type 3 or 4 in the case q = 0, will have f(z′) = (a′′, b′).

We now move on to the proof of Proposition 5.6.6. The following

lemma was applied in a similar context by Breuillard and Green [12].

Lemma 5.6.7 Let L1, . . . , Lk ∈ N. Then every natural number ` ≤
L1 · · ·Lk can be written as the sum of at most k numbers of the form

`1 · · · `k with `i ∈ N and `i ≤ Li.

Proof The case k = 1 is trivial. When k > 1 we may write ` =

mL1 · · ·Lk−1 + r for some m, r ∈ N with m ≤ Lk and r ≤ L1 · · ·Lk−1.

By induction the number r can be written as the sum of at most k − 1

numbers of the form `1 · · · `k−1, and so the lemma is proved.

Lemma 5.6.7 allows us to reduce Proposition 5.6.6 to the case in which

` = `1 · · · `r with |`i| ≤ Li for each i. If α is linear, Lemma 5.5.2 then

allows us to replace α(x1, . . . , xr)
` by α(x`11 , . . . , x

`r
r ), at least modulo

G|χ(α)|. This is useful because studying α(x`11 , . . . , x
`r
r ) is often more

convenient than studying α(x1, . . . , xr)
`, not least thanks to the follow-

ing observation.

Lemma 5.6.8 Let α be a linear commutator form on r variables. Let

x1, . . . , xr be elements of a nilpotent group G. Let L1, . . . , Lr ∈ N. Then

for all integers `1, . . . , `r satisfying |`i| ≤ Li we have α(x`11 , . . . , x
`r
r ) ∈

P (x; 2|χ(α)|−1L).
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Proof Since α is linear we have χi(α) ≤ 1 for every i, so Lemma 5.3.6

implies that α(x`11 , . . . , x
`r
r ) ∈ Pnil(x; 2|χ(α)|−1L). The lemma then fol-

lows from Lemma 5.6.5.

Of course, we need to prove Proposition 5.6.6 for commutators of arbi-

trary degree, not just linear ones. To get around this we introduce a defi-

nition. If a commutator α is not linear then we define its linearisation α′

to be the commutator on letters x1,1, . . . , x1,χ1(α), . . . , xr,1, . . . , xr,χr(α)

obtained by replacing each instance of xi in α by a different xi,j . Thus,

for example, the linearisation of [[x2, x1], x1] is [x2,1, x1,1], x1,2]. The lin-

earisation of the commutator form associated to α is then the commu-

tator form associated to α′. Given a linearised commutator form α′, we

abbreviate

α′(x
`i,j
i,j ) = α′(x

`1,1
1,1 , . . . , x

`1,χ1(α)

1,χ1(α) , . . . , x
`r,1
r,1 , . . . , x

`r,χr(α)

r,χr(α) )

for `i,j ∈ Z.

Proof of Proposition 5.6.6 For each i = 1, . . . , r, set xi,j = xi for j =

1, . . . , |χi(α)|, so that if α′ is the linearisation of α then

α(x1, . . . , xr) = α′(x1,1, . . . , x1,χ1(α), . . . , xr,1, . . . , xr,χr(α)).

We first consider powers of α of the form

α(x1, . . . , xr)
∏r
i=1

∏χj(α)

j=1 `i,j

with `i,j ∈ Z and |`i,j | ≤ Li. For such `i,j , it follows from Lemma 5.5.2

that

α(x1, . . . , xr)
∏r
i=1

∏χj(α)

j=1 `i,j ∈ α′(x`i,ji,j )G|χ(α)|+1, (5.6.4)

and from Lemma 5.3.6 that

α′(x
`i,j
i,j ) ∈ Pord(x;L)2s−1s. (5.6.5)

If |χ(α)| = s then (5.6.4) becomes simply α(x1, . . . , xr)
∏r
i=1

∏χj(α)

j=1 `i,j =

α′(x
`i,j
i,j ) by Corollary 5.2.9. Moreover, Lemma 5.6.7 implies that the ele-

ment α(x1, . . . , xr)
` can be written as the product of at most s elements

of the form

α(x1, . . . , xr)
∏r
i=1

∏χj(α)

j=1 `i,j

with |`i,j | ≤ Li. When |χ(α)| = s the proposition therefore follows from

(5.6.4) and (5.6.5), so we may assume from now on that

|χ(α)| < s (5.6.6)
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and, by induction, that the proposition holds for every basic commutator

form of total weight greater than |χ(α)|.
The containment (5.6.5) implies in particular that

α′(x
`i,j
i,j ) ∈ Pnil(x; 2s−1sL),

which combines with Lemma 5.6.5 to give

α′(x
`i,j
i,j ) ∈ P (x; 2s−1sL). (5.6.7)

Write β1, . . . , βk for the ordered list of those basic commutators in the

xi that have total weights greater than |χ(α)| and at most s and satisfy

χi(βj) = 0 for every i with χi(α) = 0. It follows from (5.6.4), (5.6.7),

Theorem 5.4.5 and Corollary 5.4.7 that

α′(x
`i,j
i,j ) = α(x1, . . . , xr)

∏r
i=1

∏χj(α)

j=1 `i,jβm1
1 · · ·βmkk

for some m1, . . . ,mk ∈ Z with |mi| ≤ (2s−1sL)χ(βi) for each i, and then

from (5.6.5) that

α(x1, . . . , xr)
∏r
i=1

∏χj(α)

j=1 `i,j ∈ Pord(x;L)2s−1sβ−mkk · · ·β−m1
1 . (5.6.8)

Writing x′1, . . . , x
′
q for those xi with χi(α) = 0, and L′1, . . . , L

′
q for the

corresponding Li, it follows from Lemma 5.4.6 and the definition of the

βj that each βj is a basic commutator in the x′i. The induction hypothesis

therefore implies that β
mj
j ∈ Pord(x′; 2s−1sL′)(24s)s(s−|χ(α)|)

for each j,

and so since Pord(x′; 2s−1sL′) ⊂ Pord(x′;L′)2s−1sq we have

β
mj
j ∈ Pord(x′;L′)2s−1sq(24s)s(s−|χ(α)|)

⊂ Pord(x;L)2s−1sq(24s)s(s−|χ(α)|)
.

It therefore follows from (5.6.8) that

α(x1, . . . , xr)
∏r
i=1

∏χj(α)

j=1 `i,j

∈ Pord(x;L)2s−1sPord(x;L)2s−1skq(24s)s(s−|χ(α)|)
.

Since q ≤ |χ(α)|, and since Proposition 5.3.3 and Lemma 5.4.6 imply

that k ≤ (4|χ(α)|)s, applying (5.6.6) therefore gives

α(x1, . . . , xr)
∏r
i=1

∏χj(α)

j=1 `i,j

∈ Pord(x;L)2s−1s((4(s−1))s(s−1)(24s)s(s−|χ(α)|)+1)

⊂ Pord(x;L)2s−1s(4s)ss(24s)s(s−|χ(α)|)
.

Lemma 5.6.7 implies that α(x1, . . . , xr)
` can be written as the product of
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at most s elements of the form α(x1, . . . , xr)
∏r
i=1

∏χj(α)

j=1 `i,j with |`i,j | ≤
Li, so it follows that

α(x1, . . . , xr)
` ∈ Pord(x;L)2s−1s3(4s)s(24s)s(s−|χ(α)|)

.

Applying the crude bound s3 ≤ 3s for s ∈ N, we deduce that

α(x1, . . . , xr)
` ∈ Pord(x;L)(24s)s(24s)s(s−|χ(α)|)

= Pord(x;L)(24s)s(s+1−|χ(α)|)
,

as required.

Exercises

5.1 Let A be a subset of a group G, let H be another group, and

suppose that ϕ : A→ H is a Freiman 2-homomorphism. Show that

if G is abelian then so is 〈ϕ(A)〉. Show, however, that if G is s-step

nilpotent with s ≥ 2 then 〈ϕ(A)〉 need not be. Formulate a stronger

condition on ϕ (weaker than ϕ being a group homomorphism) that

does force 〈ϕ(A)〉 to be s-step nilpotent if G is.

5.2 Given a group G and m ∈ N, define Gm = 〈gm : g ∈ G〉 to be the

subgroup of G generated by the mth powers of elements of G.

(a) If G is nilpotent of step s, show that (Gm)s = (Gs)
ms .

(b) If G is nilpotent of step s and has rank at most r, show that

Gm has index at most mOr,s(1) in G.

5.3 Let G be an s-step nilpotent group, and let A ⊂ G be a finite

K-approximate group in which every element has order at most r.

Show that there exists a subgroup H of G of size at most rsK
s |A|

such that A ⊂ H.

5.4 Show directly that the nilprogression P (x;L) defined in Proposi-

tion 5.1.3 is an O(1)-approximate group. That is, given arbitrary

L1, L2 ∈ N, give an explicit set X whose cardinality is bounded

independently of L1, L2 such that P (x;L)2 ⊂ XP (x;L).

5.5 Give examples to show that a nilprogression

Pnil(x1, . . . , xr;L1, . . . , Lr)

of step s does not necessarily have small tripling if one of the Li is

bounded above in terms of r and s.
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5.6 Let x1, . . . , xr be elements of a group G, and let L1, . . . , Lr ≥ 0.

Suppose that there exists some C such that whenever 1 ≤ i < j ≤ r
we have

[x±1
i , x±1

j ] ∈ Pord

(
xj+1, . . . , xr;

CLj+1

LiLj
, . . . ,

CLr
LiLj

)
.

Show that 〈x1, . . . , xr〉 is nilpotent of step at most r − 1 and that

|Pord(x;L)3| �C,r,s |Pord(x;L)|.
5.7 Let G be an s-step nilpotent group with generators x1, . . . , xr, and

let u1, . . . ut be a complete ordered list of basic commutators of

weight at most s in the xi. Define a partial order on Nr0, and hence

on all weight vectors of commutators in the xi, by writing χ ≥ χ′

if χi ≥ χ′i for every i. Let β be a commutator in the xi. Show that

there exist non-negative integers `1, . . . , `t, such that χ(ui) ≥ χ(β)

whenever `i 6= 0, and such that β = u`11 · · ·u
`t
t .

5.8 Let G be an s-step nilpotent group, let x1, . . . , xr ∈ G, and let

u1, . . . ut be a complete ordered list of basic commutators of weight

at most s in the xi. Given L1, . . . , Lr > 0, by definition we have

P (x;L) = Pord(u1, . . . , ut;L
χ(u1), . . . , Lχ(ut)).

Deduce from Exercise 5.7 that there exists C �r,s 1 such that the

elements u1, . . . , ut and positive real numbers Lχ(u1), . . . , Lχ(ut)

satisfy the hypothesis of Exercise 5.6. Use this to give a different

proof of the conclusion of Proposition 5.6.3 that |P (x;L)3| �r,s

|P (x;L)|.
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Nilpotent Approximate Groups

6.1 Introduction and Overview of the Torsion-Free
Case

In this chapter we prove the following nilpotent analogue of the Freiman–

Green–Ruzsa theorem, due to the author.

Theorem 6.1.1 ([72, Theorem 1.5]) Let G be a nilpotent group of step

at most s, and suppose that A ⊂ G is a finite K-approximate group. Then

there exist a subgroup H of G normalised by A, a natural number r ≤
Os(K

eO(s)

), elements x1, . . . , xr ∈ G, and natural numbers L1, . . . , Lr
such that

A ⊂ HPnil(x;L) ⊂ HP (x;L) ⊂ AK
eO(s)

.

In particular, |HP (x;L)| ≤ exp(KeO(s)

)|A| by Proposition 2.5.3.

Remarks Note that for fixed s the bounds KeO(s)

in the conclusion of

Theorem 6.1.1 are polynomial in K. In Chapter 8 we prove a version

of Theorem 6.1.1 in which the bounds are completely independent of s,

though no longer polynomial in K.

The author has recently shown that the bounds in Theorem 6.1.1 can

be improved if one assumes the bounds in Theorem 4.1.3 obtained by

Sanders and stated in Exercise 4.4 [74]. For example, the bound on r

in Theorem 6.1.1 can be improved to eO(s2)K logO(s)K. We guide the

reader to these improved bounds in Exercise 6.1.

Remark 6.1.2 It is worth highlighting at this point that if K < 2 then

every K-approximate group is an exact group, and so the conclusion of

Theorem 6.1.1 holds trivially. In proving Theorem 6.1.1, we may there-

fore assume that K ≥ 2, which confers the minor notational advantage

of being able to absorb multiplicative constants of K into powers. For

109
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example, it is easy to check (and we encourage the reader to do so) that

if K ≥ 2 then O(KO(1)) ≤ KO(1). We absorb multiplicative constants in

this way throughout this chapter, and indeed the rest of the book, often

without further comment.

The proof of Theorem 6.1.1 in the case where G has no torsion is fairly

quick, and yet still features many of the key ideas from the general proof.

We therefore start by restricting to that case. Theorem 6.1.1 is essentially

due to Breuillard and Green [12] in the torsion-free case, although the

proof we give here is completely different to theirs.

The basic strategy of the proof of Theorem 6.1.1 is to split a set A

of small tripling in a nilpotent group into sets of small tripling that

generate subgroups of lower step, and then to induct on the step. In the

torsion-free case we have the following particularly clean statement.

Proposition 6.1.3 Let K, s ≥ 2, let G be a torsion-free s-step nilpotent

group, and suppose that A ⊂ G is a finite K-approximate group. Then

there exist k ≤ KO(1) and finite KO(1)-approximate groups

A1, . . . , Ak ⊂ AO(1),

each of which generates a subgroup of step less than s, such that A ⊂
A1 · · ·Ak.

Once we have such a statement, an obvious inductive argument implies

that we have abelian KOs(1)-approximate groups A1, . . . , Ar ⊂ AOs(1)

with r ≤ KOs(1) such that A ⊂ A1 · · ·Ar. Theorem 4.1.2 then implies

that there exist abelian progressions P1, . . . , Pr of rank at most KOs(1)

such that

A ⊂ P1 · · ·Pr ⊂ AK
Os(1)

. (6.1.1)

Since P1 · · ·Pr can be viewed as an ordered progression, Proposition 5.6.4

then gives a nilprogression Pnil(x;L) of rank at most KOs(1) such that

P1 · · ·Pr ⊂ Pnil(x;L) ⊂ P (x;L) ⊂ (P1 · · ·Pr)K
Os(1)

, (6.1.2)

and hence A ⊂ Pnil(x;L) ⊂ P (x;L) ⊂ AK
Os(1)

, as required by the

torsion-free case of Theorem 6.1.1.

We spend the rest of this section sketching a proof of Proposition 6.1.3

(which also follows from the more general Proposition 6.6.1 below). To

start with, rather than placing A inside a product of lower-step approx-

imate groups, we find a product of lower-step approximate groups that

is a large subset of a bounded power of A, as follows.
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Proposition 6.1.4 Let K, s ≥ 2, let G be a torsion-free s-step nilpotent

group, and suppose that A ⊂ G is a finite K-approximate group. Then

there exist r ≤ KO(1) and finite KO(1)-approximate groups

A0, . . . , Ar ⊂ AO(1),

each of which generates a subgroup of step less than s, such that

|A0 · · ·Ar| ≥ exp(−KO(1))|A|.

This is rather reminiscent of the proof of the Freiman–Green–Ruzsa

theorem, Theorem 4.1.2. There, our aim was to prove that A was con-

tained in a low-dimensional progression P . However, as a first step we

proved Theorem 4.1.3, which showed instead that there was a large low-

dimensional progression P contained in a bounded sumset of A. We then

used Chang’s covering argument (Proposition 4.7.1) to pass from the lat-

ter statement to the former. It turns out that a very similar argument

allows us to pass from Proposition 6.1.4 to Proposition 6.1.3; we omit

that argument from our sketch of Proposition 6.1.3, since it is essentially

identical in the more general setting of Proposition 6.6.1.

Proposition 6.1.4 is an almost immediate consequence of the following

two results.

Proposition 6.1.5 Let K, s ≥ 2, let G be a torsion-free s-step nilpotent

group, and suppose that A ⊂ G is a finite K-approximate group. Write

π : G → G/[G,G] for the quotient homomorphism and, noting that

G/[G,G] is abelian and π(A) is a K-approximate group, let H ⊂ π(A4)

and x1, . . . , xr ∈ π(A4) be the subgroup and elements given by applying

Theorem 4.1.3 to π(A). Then∣∣∣∣∣(A16 ∩ π−1(H)
) r∏
i=1

(
A22 ∩ π−1(〈xi〉)

)∣∣∣∣∣ ≥ |A|
expKO(1)

.

We make no attempt to optimise the values of the exponents 16 and 22

in Proposition 6.1.5; all that matters to us is that they are absolute

constants.

Lemma 6.1.6 Let G be an s-step nilpotent group, and write π : G→
G/[G,G] for the quotient homomorphism.

(i) For every x ∈ G/[G,G] the subgroup π−1(〈x〉) has step at most

s− 1.
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(ii) If H < G/[G,G] is a finite subgroup then [π−1(H), . . . , π−1(H) ]s
is generated by a union of finite subgroups. In particular, if Gs has

no torsion then π−1(H) has step at most s− 1.

Remark 6.1.7 The final conclusion of Lemma 6.1.6 (ii) does not neces-

sarily hold if Gs has elements of finite order. For example, if G is a finite

nilpotent group then G/[G,G] is finite but π−1(G/[G,G]) = G does not

have step lower than that of G.

Proof of Proposition 6.1.4 It follows from Proposition 2.6.5 that the

sets A16 ∩ π−1(H) and A22 ∩ π−1(〈xi〉) appearing in Proposition 6.1.5

are KO(1)-approximate groups. Proposition 6.1.4 therefore follows from

Proposition 6.1.5 and Lemma 6.1.6.

We prove Proposition 6.1.5 and Lemma 6.1.6 in the next section.

6.2 Details of the Torsion-Free Case

In this section we prove Proposition 6.1.5 and Lemma 6.1.6. In proving

Proposition 6.1.5 we make use of the following observation, which is

inspired by a lemma of Tao [62, Lemma 7.7].

Lemma 6.2.1 Let G be a group, let N CG be a normal subgroup, and

let π : G→ G/N be the quotient homomorphism. Let A be a symmetric

subset of G, and define a map ϕ : π(A) → A by choosing, for each

element x ∈ π(A), an element ϕ(x) ∈ A such that π(ϕ(x)) = x. Then

for every a ∈ A we have

a ∈
(
A2 ∩N

)
ϕ(π(a)), (6.2.1)

and for every x, y ∈ G/N with x, y, xy ∈ π(A) we have

ϕ(xy) ∈ ϕ(x)ϕ(y)
(
A3 ∩N

)
. (6.2.2)

Remark The condition (6.2.1) can be thought of as saying that ϕ is an

inverse to π ‘modulo A2 ∩N ’, while (6.2.2) can be thought of as saying

that ϕ is a homomorphism ‘modulo A3∩N ’. We will apply Lemma 6.2.1

in the case where A is an approximate group, when both A2 ∩ N and

A3 ∩N will also be approximate groups by Proposition 2.6.5.

Proof Lemma 6.2.1 is essentially just an observation: by definition of

ϕ we have aϕ(π(a))−1 ∈ A2 ∩N and ϕ(y)−1ϕ(x)−1ϕ(xy) ∈ A3 ∩N .
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Lemma 6.2.2 Let G be a group, let N C G be a normal subgroup,

and let π : G → G/N be the quotient homomorphism. Let A be a finite

symmetric subset of G, and let P ⊂ π(Am). Suppose that |P | ≥ c|π(A)|.
Then |π−1(P ) ∩Am+2| ≥ c|A|.

Proof Let Y ⊂ Am be such that π is injective on Y and π(Y ) = P .

Then we have Y (A2 ∩N) ⊂ π−1(P ) ∩Am+2 by definition, and

|Y (A2 ∩N)| = |P ||A2 ∩N |
≥ c|π(A)||A2 ∩N |
≥ c|A| (by Lemma 2.6.2),

and so the lemma follows.

Proof of Proposition 6.1.5 What Theorem 4.1.3 gives precisely is that

there exists a finite subgroup H ⊂ G/[G,G] and a progression P =

{x`11 · · ·x`rr : |`i| ≤ Li} with r ≤ KO(1) such that HP ⊂ π(A4) and

|HP | ≥ exp(−KO(1))|π(A)|. Lemma 6.2.2 therefore implies that

|π−1(HP ) ∩A6| ≥ exp(−KO(1))|A|. (6.2.3)

We claim, in addition, that

π−1(HP ) ∩A6 ⊂
(
A16 ∩ π−1(H)

) r∏
i=1

(
A22 ∩ π−1(〈xi〉)

)
, (6.2.4)

which combines with (6.2.3) to prove the proposition.

Define ϕ : π(A6) → A6 by choosing, for each element x ∈ π(A6),

an element ϕ(x) ∈ A6 such that π(ϕ(x)) = x, taking care to choose

ϕ(x) ∈ A4 whenever x ∈ π(A4). Suppose that a ∈ π−1(HP ) ∩ A6, so

that there exist h ∈ H and `1, . . . , `r ∈ Z such that π(a) = hy`11 · · · y`rr .

It follows from (6.2.1) that

a ∈
(
A12 ∩ [G,G]

)
ϕ(hx`11 · · ·x`rr ),

and hence by repeated application of (6.2.2) that

a ∈
(
A12 ∩ [G,G]

)
ϕ(h)

r∏
i=1

ϕ(x`ii )
(
A18 ∩ [G,G]

)
⊂
(
A16 ∩ π−1(H)

) r∏
i=1

(
A22 ∩ π−1(〈xi〉)

)
.

This gives (6.2.4), and hence the proposition, as claimed.
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Proof of Lemma 6.1.6

(i) Pick y ∈ G such that π(y) = x, and note that π−1(〈x〉) = 〈y〉[G,G].

Given z1, . . . , zs ∈ π−1(〈x〉), there therefore exist n1, . . . , ns ∈ Z
and c1, . . . , cd ∈ [G,G] such that each zi = yn1c1. By Lemma 5.5.2

and Corollary 5.2.9, this implies that

[ z1, . . . , zs ] = [ yn1c1, . . . , y
nscs ]

= [ y, . . . , y ]n1···ns
s

= 1,

and so π−1(〈x〉) has step at most s− 1, as required.

(ii) By definition the group [π−1(H), . . . , π−1(H) ]s is generated by

X = {[ g1 . . . , gs ] : gi ∈ π−1(H)}.

Lemma 5.5.2 and Corollary 5.2.9 imply that given g2, . . . , gs ∈
π−1(H) there exists a homomorphism α : H → Gs such that

[g1, g2, . . . , gs] = α(π(g1)) for every g1 ∈ π−1(H), and in particular

that

{[ g1, . . . , gs ] : g1 ∈ π−1(H)} = α(H).

Since H is a finite subgroup, so is α(H), and so X is a union of

finite subgroups and the lemma is proved.

Remark The proof of the first part of Lemma 6.1.6 shows more generally

that if N is a subgroup of G of step less than s then N [G,G] also has

step less than s.

6.3 Abelian p-Groups

We now move on to consider nilpotent groups that contain elements of

finite order. Unfortunately, Proposition 6.1.3 does not necessarily hold

in this setting, as illustrated by the following example.

Example 6.3.1 Let F be the free product of n copies of the cyclic

group with two elements, and let G be the quotient F/[F, [F, F ]]. Then

G is a finite 2-step nilpotent group, and in particular a K-approximate

subgroup of a 2-step nilpotent group for every K ≥ 1. However, G cannot

be expressed as a product of O(1) abelian sets as n→∞.



6.3 Abelian p-Groups 115

The specific part of the proof of Proposition 6.1.3 that breaks down

is where we apply Lemma 6.1.6 (ii), since, as we note in Remark 6.1.7,

[π−1(H), . . . , π−1(H) ]s need not be trivial if G has elements of finite

order. What Lemma 6.1.6 (ii) does tell us is that [π−1(H), . . . , π−1(H) ]s
is generated by a union of finite subgroups. In this section we investigate

how to control such groups.

We start by restricting attention to p-groups, where the details are

cleanest. Given a prime p, a p-group is a group in which every element

has order a power of p. Such groups are a natural archetypal setting in

which to study nilpotent groups with elements of finite order, since p-

groups are always nilpotent and, moreover, every finite nilpotent group

is a direct product of p-groups. Since we do not actually need this fact

for our arguments we omit the proof, referring the reader instead to [38,

Theorem 10.3.4], for example.

The main result of this section is the following.

Proposition 6.3.2 Let Γ be an abelian p-group of rank r and suppose

that X ⊂ Γ is a union of subgroups of Γ. Then 〈X〉 ⊂ rX.

We note in Remark 6.3.8 that the assumption in Proposition 6.3.2

that Γ is a p-group is necessary.

To illustrate the utility of Proposition 6.3.2, before proving it we use

it to sketch a proof of the following variant of Proposition 6.1.4 for p-

groups, which we do not use in our subsequent arguments but which

gives an idea of how we can adapt the induction step from the torsion-

free case of Theorem 6.1.1.

Proposition 6.3.3 Let K, s ≥ 2, let G be an s-step nilpotent p-group,

and suppose that A ⊂ G is a finite K-approximate group. Then there

exist a subgroup N ⊂ AK
eO(s)

normalised by A, a natural number r ≤
KO(1), and finite KO(1)-approximate groups A0, . . . , Ar ⊂ AO(1) such

that [Ai, . . . , Ai ]s ⊂ N for each i, and such that

|A0 · · ·Ar| ≥ exp(−KO(1))|A|.

The difference between the conclusions of Propositions 6.1.4 and 6.3.3

is that, whereas in Proposition 6.1.4 the sets Ai all generate subgroups

of step less than s, in Proposition 6.3.3 they only generate subgroups

of step less than s modulo N . Nonetheless, the fact that N ⊂ AK
eO(s)

means that we at least have some control over this error N , giving some

hope of being able to induct on s in the proof of Theorem 6.1.1 for p-
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groups. This does indeed turn out to be possible, as we shall see in the

next few sections.

Sketch proof of Proposition 6.3.3 We define r ≤ KO(1) and the sets

A0, . . . , Ar ⊂ AO(1) in exactly the same way as in the proof of Proposi-

tion 6.1.4. As in that proof, the sets A1, . . . , Ar automatically generate

subgroups of step less than s. However, all we can say about A0 is that,

if we write π : G → G/[G,G] for the quotient homomorphism, there is

a subgroup H ⊂ π(A4) such that A0 ⊂ π−1(H).

Let Y ⊂ A4 be such that π(Y ) = H. It follows from Lemma 5.5.2 that

[π−1(H), . . . , π−1(H) ]s is generated by the set

X = {[ y1, . . . , ys ] : yi ∈ Y },

and that for every fixed y2, . . . , ys ∈ Y there exists a homomorphism

α : H → Gs such that

{[ y1, . . . , ys ] : y1 ∈ Y } = α(H).

This implies that X is a union of subgroups. Now Lemma 5.3.6 implies

that

X ⊂ A2s+1s ∩Gs. (6.3.1)

Since G is s-step nilpotent, Gs is abelian, and even central in G, by

Proposition 5.2.4 and Corollary 5.2.9. Moreover, the set A2s+1s ∩ Gs is

a K2s+2s-approximate group by Proposition 2.6.5. Theorem 4.1.2 and

(6.3.1) therefore imply that there is a subgroup

H ⊂ A2s+3s ∩Gs (6.3.2)

and a progression P ⊂ Gs of rank at most KO(2ss) such that X ⊂ HP .

The bound on the rank of P implies that 〈HP 〉/H is an abelian p-group

of rank at most KO(2ss). Applying Proposition 6.3.2 modulo H therefore

gives

[π−1(H), . . . , π−1(H) ]s = 〈X〉

⊂ XKO(2ss)

H (by Proposition 6.3.2)

⊂ AK
O(2ss)+2s+3s (by (6.3.1) and (6.3.2))

⊂ AK
eO(s)

(since K, s ≥ 2).

Since [π−1(H), . . . , π−1(H) ]s is central in G it is in particular normal,

so we may take N = [π−1(H), . . . , π−1(H) ]s.
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In the remainder of this section we prove Proposition 6.3.2. The proof

rests on the following properties of finite abelian p-groups. We define a

maximal subgroup of a group G to be a subgroup M such that the only

subgroup H < G satisfying M $ H ⊂ G is G itself.

Lemma 6.3.4 Let Γ be a finite abelian p-group. Then a subgroup H (
Γ is maximal if and only if Γ/H ∼= Z/pZ.

Proof The fundamental theorem of finitely generated abelian groups

(Theorem 1.5.1) implies that

Γ/H ∼=
k⊕
i=1

Z/pniZ

for some k ∈ N0 and n1, . . . , nk ∈ N, from which the lemma is immediate.

Proposition 6.3.5 Let Γ be a finite abelian p-group. Then a subset

S ⊂ Γ generates Γ if and only if S + (p · Γ) generates Γ.

Proof If S generates Γ then of course S+(p·Γ) does as well. Conversely,

if S does not generate Γ then S is contained in some maximal subgroupH

of Γ. Since Γ/H ∼= Z/pZ by Lemma 6.3.4, this means that p · Γ ⊂ H, and

so S+ (p ·Γ) generates a subgroup of H, and hence does not generate Γ.

Corollary 6.3.6 Let Γ be a finite abelian p-group. Then all minimal

generating sets for Γ have the same size.

Proof Since every non-zero element in Γ/(p · Γ) has order p, the fun-

damental theorem of finitely generated abelian groups (Theorem 1.5.1)

implies that Γ/(p · Γ) ∼= Fnp for some n ∈ N. Proposition 6.3.5 then im-

plies that a set S ⊂ Γ generates Γ if and only if its image modulo p · Γ
generates Fnp . It follows that S is a minimal generating set for Γ if and

only if each element of S lies in a different coset of p ·Γ and the image of

S modulo p ·Γ is a basis for Fnp . In particular, every minimal generating

set for Γ has size n.

Lemma 6.3.7 If Γ is an abelian p-group and Γ′ is a subgroup of Γ

then the rank of Γ′ is at most the rank of Γ.

Proof Let x1, . . . , xr be a generating set of minimum size for Γ. We will

show by induction on r that the rank of Γ′ is at most r, this being trivial

when r = 0.
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Let m be the largest integer with the property that Γ′ < pm · Γ. The

subgroup pm ·Γ is generated by the set pmx1, . . . , p
mxr, and so has rank

at most r. Therefore, upon replacing Γ by pm · Γ if necessary, we may

assume that Γ′ is not contained in p · Γ, and hence that there is some

y ∈ Γ′ such that px 6= y for every x ∈ Γ.

Since x1, . . . , xr generate Γ we may write y = `1x1 + · · · + `rxr, and

by definition of y there must be at least one i for which `i is not di-

visible by p. Without loss of generality we shall assume that `r is not

divisible by p. Since the order of xr is a power of p, the integer `r has

a multiplicative inverse, say q, modulo the order of the xr. This implies

that

xr = q(y − `1x1 − · · · − `r−1xr−1),

and in particular that the quotient Γ/〈y〉 is generated by

x1 + 〈y〉, . . . , xr−1 + 〈y〉,

and hence has rank at most r − 1. The group Γ′/〈y〉 is isomorphic to a

subgroup of Γ/〈y〉, and hence has rank at most r − 1 by induction. It

follows that Γ′ has rank at most r, as claimed.

We invite the reader to prove a version of Lemma 6.3.7 for arbitrary

finite p-groups in Exercise 6.2.

Proof of Proposition 6.3.2 Lemma 6.3.7 implies that 〈X〉 is of rank

at most r, and so Corollary 6.3.6 implies that there exist elements

x1, . . . , xr ∈ X that generate 〈X〉. It follows that 〈X〉 = 〈x1〉+ · · ·+〈xr〉.
However, the assumption that X is a union of subgroups implies that

〈xi〉 ⊂ X for each i, and so the lemma is proved.

Remark 6.3.8 The assumption in Proposition 6.3.2 that Γ is a p-group

is necessary. The statement fails, for example, if Γ = Z/6Z and X is the

union of the subgroups {0, 2, 4} and {0, 3}. This is due to the failure of

Corollary 6.3.6 in this setting (see Exercise 6.2).

6.4 Multi-Variable Homomorphisms into Abelian
Groups

The purpose of this section is to modify the results of the previous

section to work in nilpotent groups that are not necessarily p-groups.

Unfortunately, as we observed in Remark 6.3.8, Proposition 6.3.2 fails
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when Γ is not a p-group, which causes problems when trying to place

[π−1(H), . . . , π−1(H) ]s inside AOK,s(1) in results such as Proposition

6.3.3.

Nonetheless, it turns out that we can still use the fact that the sub-

group [π−1(H), . . . , π−1(H) ]s is generated by images of H under multi-

variable homomorphisms, thanks to the following result.

Proposition 6.4.1 Let k > 0 be an integer, let U1, . . . , Uk be finite

groups and let Γ be an abelian group of rank at most r. Let ϕ : U1×· · ·×
Uk → Γ be a map that is a homomorphism in each variable. Then

〈ϕ(U1, . . . , Uk)〉 ⊂ r ϕ(U1, . . . , Uk).

When Γ is a p-group, Proposition 6.4.1 follows from exactly the same

arguments we used to prove Proposition 6.3.3. As we are about to see,

in general we can reduce to that case using the fundamental theorem of

finitely generated abelian groups (Theorem 1.5.1).

Lemma 6.4.2 For i = 1, . . . , k let Ui =
⊕

p Uip be a direct sum of

abelian p-groups Uip, and let Γ be a finitely generated abelian group,

expressed using the fundamental theorem of finitely generated abelian

groups as the direct sum Γ = Γ0⊕
⊕

p Γp of a torsion-free abelian group

Γ0 and abelian p-groups Γp. Let ϕ : U1 × · · · × Uk → Γ be a map that is

a homomorphism in each variable.

Given (u1, . . . , uk) ∈ U1 × · · · × Uk, for each i write ui =
∑
p uip with

uip ∈ Uip for every prime p. Then we have

ϕ(u1p, . . . , ukp) ∈ Γp (6.4.1)

for every prime p, and we have

ϕ(u1, . . . , uk) =
∑
p

ϕ(uip, . . . , ukp). (6.4.2)

Proof The fact that ϕ is a homomorphism in each variable implies that

ϕ(u1, . . . , uk) =
∑

p1,...,pk

ϕ(u1p1 , . . . , ukpk).

It also implies that the order of ϕ(u1p1 , . . . , ukpk) divides the order of

each uipi . This implies that for every fixed p the order of ϕ(u1p, . . . , ukp)

is a power of p, and so (6.4.1) holds. It also implies that if the pi are not

all equal then the order of ϕ(u1p1 , . . . , ukpk) is 1, giving (6.4.2).
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Proposition 6.4.3 Let Γ be a finite abelian group of rank r expressed

as a direct sum Γ =
⊕

p Γp of p-groups. For each p, suppose that Xp ⊂ Γp
is a union of subgroups of Γp, and write X =

⊕
pXp. Then 〈X〉 ⊂ rX.

Proof Since Γp ∼= Γ/
⊕

q 6=p Γq, the rank of each Γp is at most r, and so

Proposition 6.3.2 implies that 〈Xp〉 ⊂ rXp, from which it easily follows

that 〈X〉 ⊂ rX.

Proof of Proposition 6.4.1 Since the range of ϕ is abelian, each homo-

morphism Ui → Γ obtained by allowing the i variable to vary and fixing

the other variables is trivial on [Ui, Ui]. In particular, ϕ factors through

the quotients Ui/[Ui, Ui], and so there exists a map

ϕ′ : U1/[U1, U1]× · · · × Uk/[Uk, Uk]→ Γ

such that

ϕ′(U1/[U1, U1], . . . , Uk/[Uk, Uk]) = ϕ(U1, . . . , Uk).

We may therefore assume that each Ui is abelian, and hence, by Theo-

rem 1.5.1, of the form Ui =
⊕

p Uip with each Uip a p-group. Lemma 6.4.2

therefore implies that, writing Γ = Γ0⊕
⊕

p Γp with Γ0 having no torsion

and each Γp a p-group (again by Theorem 1.5.1), we have

ϕ(U1, . . . , Uk) =
⊕
p

ϕ(Uip, . . . , Ukp)

with ϕ(Uip, . . . , Ukp) ⊂ Γp for every prime p. Since
⊕

p Γp ∼= Γ/Γ0, the

group
⊕

p Γp has rank at most r, and so it follows from Proposition 6.4.3

that 〈ϕ(U1, . . . , Uk)〉 ⊂ r ϕ(U1, . . . , Uk), as required.

6.5 Placing Arbitrary Subgroups inside Normal
Subgroups

In Proposition 6.4.1 we showed that certain images of multi-variable

homomorphisms in abelian groups can be placed efficiently inside sub-

groups. However, our ultimate aim is to prove Theorem 6.1.1, where the

only subgroup we are permitted in the conclusion is a normal subgroup.

In order for Proposition 6.4.1 to be of any use, therefore, we must show

that the subgroup of its conclusion can be placed efficiently inside a

subgroup that is normal in the ambient group. We achieve this in this

section via the following proposition.
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Proposition 6.5.1 Let G be an s-step nilpotent group generated by

a finite K-approximate group A. Let H1, . . . ,Hr be finite groups and

suppose that α : H1×· · ·×Hr → G is a homomorphism in each variable

with the property that

α(H1, . . . ,Hr) ⊂ Am. (6.5.1)

Then there exists a normal subgroup N CG with the property that

α(H1, . . . ,Hr) ⊂ N ⊂ AK
eO(s)m

.

It is worth recording that this implies in particular that an arbitrary

subgroup can be placed efficiently inside a normal subgroup, as follows.

Corollary 6.5.2 Let G be an s-step nilpotent group generated by a

finite K-approximate group A. Let H ⊂ Am be a subgroup of G. Then

there exists a normal subgroup N CG such that H ⊂ N ⊂ AKeO(s)m

.

Proof Apply Proposition 6.5.1 in the case r = 1 with α the inclusion

homomorphism α : H ↪→ G.

The proof of Proposition 6.5.1 rests on yet another lemma about mul-

tilinearity of commutators, as follows.

Lemma 6.5.3 Let G be a group. Then the map

Zn(G)×G× · · · ×G → Z1(G)

(z, g1, . . . , gn−1) 7→ [z, g1, . . . , gn−1]

is a homomorphism in each variable.

Proof We proceed by induction on n, noting that the case n = 1 is

trivial. We may therefore assume that the map

Zn(G)×G× · · · ×G → Z2(G)

(z, g1, . . . , gn−2) 7→ [z, g1, . . . , gn−2]
(6.5.2)

is a homomorphism in each variable modulo Z1(G).

Lemma 5.5.3 implies that if A and B are subgroups of G whose

commutator [A,B] lies in the centre of G then the commutator map

A × B → [A,B] is a homomorphism in each variable. This implies in

particular that the map

[Zn(G), G, . . . , G]n−1 ×G → Z1(G)

([z, g1, . . . , gn−2], gn−1) 7→ [z, g1, . . . , gn−1]
(6.5.3)

is a homomorphism in each variable, with Z1(G) lying in the kernel
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of each of these homomorphisms. The result therefore follows from the

fact that the map (6.5.2) is a homomorphism in each variable modulo

Z1(G).

Proof of Proposition 6.5.1 If K < 2 then A = G and the proposition is

trivial, so we may assume that K ≥ 2. Let n ∈ N be minimal such that

α(H1, . . . ,Hr) ⊂ Zn(G).

We actually prove that there exists a normal subgroup N CG with the

property that

α(H1, . . . ,Hr) ⊂ N ⊂ A
∑n
i=1K

eO(i)m

. (6.5.4)

Since n ≤ s by Corollary 5.2.9, this implies in particular that

N ⊂ AsK
eO(s)m

⊂ AK
eO(s)m

,

as required by the proposition.

The case n = 0 being trivial, we may assume that n ≥ 1 and proceed

by induction. It follows from Lemma 6.5.3 that the map

ϕ : H1 × · · · ×Hr ×G× · · · ×G → Z1(G)

(h1, . . . , hr, g1, . . . , gn−1) 7→ [α(h1, . . . , hr), g1, . . . , gn−1]

is a homomorphism in each variable. Moreover, since the image of ϕ is

abelian, if some gi ∈ [G,G] then ϕ(h1, . . . , hr, g1, . . . , gn−1) = 1. There

therefore exists a map

ψ : H1 × · · · ×Hr ×G/[G,G]× · · · ×G/[G,G]→ Z1(G)

that is a homomorphism in each variable such that, writing π for the

quotient π : G→ G/[G,G], we have

[α(h1, . . . , hr), g1, . . . , gn−1] = ψ(h1, . . . , hr, π(g1), . . . , π(gn−1)).

We claim that there exists a central subgroup N0 of G satisfying N0 ⊂
AK

eO(n)m

such that

[α(H1, . . . ,Hr), G, . . . , G ]n ⊂ N0. (6.5.5)

In order to prove this claim it suffices to exhibit a generating set Y for

G/[G,G] and a central subgroup N0 ⊂ AK
eO(n)m

such that

ψ(H1, . . . ,Hr, Y, . . . , Y ) ⊂ N0. (6.5.6)

Of course, π(A) generates G/[G,G]. Moreover, π(A) is a K-approximate

group, and so Theorem 4.1.2 implies that there exist an integer k ≤
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KO(1), a subgroup H ⊂ π(A4) and elements x1, . . . , xk ∈ π(A4) such

that H ∪ {x1, . . . , xk} generates G/[G,G]. We will prove (6.5.6) with

Y = H ∪ {x1, . . . , xk}.
Writing U0 = H and Ui = {xi} for i = 1, . . . , k, we have

ψ(H1, . . . ,Hr, Ui1 , . . . , Uin−1
) ⊂ [α(H1, . . . ,Hr), A

4, . . . , A4 ]n

for all possible choices of ij . However, the definition of n implies that

[α(H1, . . . ,Hr), G, . . . , G ]n ⊂ Z(G), and so (6.5.1) and Lemma 5.3.6

imply that

[α(H1, . . . ,Hr), A
4, . . . , A4 ]n ⊂ A2n−1(m+4n) ∩ Z(G).

Bounding 2n−1(m+ 4n) by 4nm for notational convenience, this implies

that

ψ(H1, . . . ,Hr, Ui1 , . . . , Uin−1) ⊂ A4nm ∩ Z(G) (6.5.7)

for all choices of ij . Proposition 2.6.5 implies that A4nm ∩ Z(G) is

a KeO(n)m-approximate group. Theorem 4.1.2 therefore implies that

A4nm ∩ Z(G) is contained inside an abelian coset progression ZQ, with

Z a subgroup satisfying Z ⊂ A4n+1m∩Z(G) and Q a progression of rank

at most KeO(n)m, so that (6.5.7) implies that

ψ(H1, . . . ,Hr, Ui1 , . . . , Uin−1) ⊂ A4nm ∩ ZQ.

Since Z is central in G it is certainly normal in G, and so we may apply

Proposition 6.4.1 in the quotient G/Z. Since each Uij is either a singleton

or a finite group, the bound on the rank of Q means that this gives

〈ψ(H1, . . . ,Hr, Ui1 , . . . , Uin−1)〉

⊂ ψ(H1, . . . ,Hr, Ui1 , . . . , Uin−1
)K

eO(n)m · Z

⊂ AKeO(n)m

.

Taking N0 to be the product of the central subgroups Z and

〈ψ(H1, . . . ,Hr, Ui1 , . . . , Uin−1)〉

as the indices ij vary over all possibilities, we therefore have (6.5.6) and

N0 ⊂ AK
eO(n)m

. (6.5.8)

Now by (6.5.5) the image of α(H1, . . . ,Hr) in G/N0 lies in Zn−1(G/N0),

and so by induction we may assume that there is some normal subgroup

N CG containing N0 such that

α(H1, . . . ,Hr) ⊂ N ⊂ A
∑n−1
i=1 KeO(i)m

·N0.



124 Nilpotent Approximate Groups

Combined with (6.5.8), this proves (6.5.4), as claimed, and the proposi-

tion follows.

6.6 Conclusion of the General Case

In this section we prove Theorem 6.1.1. The key ingredient is the follow-

ing generalisation of Proposition 6.1.3.

Proposition 6.6.1 Let m > 0 and s ≥ s̃ ≥ 2 be integers, and let

K, K̃ ≥ 2. Let G be an s-step nilpotent group generated by a finite K-

approximate group A, and let Ã ⊂ Am be a K̃-approximate group that

generates an s̃-step nilpotent subgroup G̃ of G. Then there exist an inte-

ger k ≤ K̃O(1), a normal subgroup N CG satisfying N ⊂ AKeO(s)m

, and

K̃O(1)-approximate groups A1, . . . , Ak ⊂ ÃO(1) such that [Ai, . . . , Ai ]s̃ ⊂
N for all i, and such that Ã ⊂ A1 · · ·Ak.

Note that if the group G in Proposition 6.6.1 has no torsion then the

finite subgroup N is automatically trivial, and so we recover Proposi-

tion 6.1.3.

In proving Proposition 6.6.1 we use Lemma 6.1.6 in the same way

as in the proof of Proposition 6.1.3, but supplemented by the following

result.

Proposition 6.6.2 Let m > 0 and s ≥ s̃ ≥ 2 be integers, and let

K ≥ 2. Let G be an s-step nilpotent group generated by a finite K-

approximate group A, and let G̃ be an s̃-step nilpotent subgroup of G.

Write π : G̃ → G̃/[G̃, G̃] for the quotient homomorphism, and suppose

that H ⊂ π(Am ∩ G̃) is a finite group. Then there is a normal subgroup

N CG such that [π−1(H), . . . , π−1(H) ]s̃ ⊂ N ⊂ AK
eO(s)m

.

Proof It follows from Lemma 5.5.2 that the commutator form

[ , . . . , ]s̃ : G̃× · · · × G̃→ G̃s̃

is a homomorphism in each variable, and the fact that G̃s̃ is abelian

implies that it is equal to the identity whenever any of its components

lies in [G̃, G̃]. There is therefore a map

α :
G̃

[G̃, G̃]
× · · · × G̃

[G̃, G̃]
→ G̃s̃
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that is a homomorphism in each variable such that

[ g1, . . . , gs̃ ] = α(g1[G̃, G̃], . . . , gs̃[G̃, G̃])

for every g1, . . . , gs̃ ∈ G̃. In particular,

[π−1(H), . . . , π−1(H) ]s̃ = 〈α(H, . . . ,H)〉

and

α(H, . . . ,H) ⊂ [Am, . . . , Am ]s̃

⊂ Ae
O(s)m (by Lemma 5.3.6).

The desired result therefore follows from Proposition 6.5.1.

Proof of Proposition 6.6.1 Proposition 6.1.5 implies that there exist an

integer r ≤ K̃O(1), elements x1, . . . , xr ∈ Ã4, and a set X0 ⊂ Ã4 such

that X0[G̃, G̃] is a subgroup of G and such that∣∣∣∣∣(Ã16 ∩X0[G̃, G̃]
) r∏
i=1

(
Ã22 ∩ 〈xi〉[G̃, G̃]

)∣∣∣∣∣ ≥ |Ã|
exp K̃O(1)

.

Write B0 = Ã16∩X0[G̃, G̃] and Bi = Ã22∩〈xi〉[G̃, G̃] for i = 1, . . . , r, and

note that each set Bi is a K̃O(1)-approximate group by Proposition 2.6.5.

Chang’s covering lemma (Proposition 4.7.1) implies that there exist

t ≤ K̃O(1) and sets S1, . . . , St ⊂ Ã with |Si| ≤ 2K̃ such that

Ã ⊂ St · · ·S1B0 · · ·BrBr · · ·B0S
−1
1 · · ·S

−1
t−1.

Enumerating the elements of
⋃
i Si as u1, . . . , u` in such a way that if

i < j then the elements of Si appear before the elements of Sj , and

writing Ui = {u−1
i , 1, ui} ⊂ Ã, we then have ` ≤ K̃O(1) and

Ã ⊂ U` · · ·U1B0 · · ·BrBr · · ·B0U1 · · ·U`.

Each of the sets Ui is a 2-approximate group generating an abelian sub-

group, whilst the sets B1, . . . , Br generate subgroups of step strictly less

than s̃ by Lemma 6.1.6. Moreover, Proposition 6.6.2 implies that there

is a normal subgroup N CG such that [B0, . . . , B0 ]s̃ ⊂ N ⊂ AK
eO(s)m

.

The proposition therefore follows from taking k = 2r+2` and relabelling

the sets Ui and Bj as A1, . . . , Ak.

It is a fairly straightforward matter to apply Proposition 6.6.1 repeat-

edly and end up with the following result.
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Proposition 6.6.3 Let m > 0 and s ≥ s̃ ≥ 1 be integers, and let

K, K̃ ≥ 2. Let G be an s-step nilpotent group generated by a finite

K-approximate group A, and let Ã ⊂ Am be a K̃-approximate group

that generates an s̃-step nilpotent subgroup G̃ of G. Then there ex-

ist an integer r ≤ K̃eO(s̃)

, a normal subgroup N C G satisfying N ⊂
AK̃

eO(s̃)
KeO(s)m

, and K̃eO(s̃)

-approximate groups A1, . . . , Ar ⊂ Ãe
O(s̃)

N

such that [Ai, Ai] ⊂ N for all i, and such that Ã ⊂ A1 · · ·ArN .

Proof If Ã is abelian then the proposition is trivially true with r = 1,

A1 = Ã and N = {1}. We may therefore assume that s ≥ s̃ ≥ 2 and, by

induction, that the proposition holds for all smaller values of s̃.

We start by rewriting the statement we are trying to prove as follows:

there exist an integer r ≤ K̃ s̃eO(s̃)

, a normal subgroup N C G with

N ⊂ As̃K̃eO(2s̃)
KeO(s)+O(s̃)m

, and K̃eO(s̃)

-approximate groups

A1, . . . , Ar ⊂ Ãe
O(s̃)

N

such that [Ai, Ai] ⊂ N for all i, and such that Ã ⊂ A1 · · ·ArN . This is

exactly equivalent to the conclusion of the proposition, but writing the

bounds in this way makes it easier to keep track of them through the

induction. For the same reason, at various points in the argument we

use the trivial observation that any quantity bounded by O(1) is also

bounded by eO(1).

Applying Proposition 6.6.1, we obtain an integer r0 ≤ K̃O(1) ≤ K̃eO(1)

,

a normal subgroup N0 C G satisfying N0 ⊂ AK
eO(s)m

, and K̃eO(1)

-

approximate groups Ã1, . . . , Ãr0 ⊂ ÃO(1) ⊂ ÃeO(1)

such that

[Ãi, . . . , Ãi]s̃ ⊂ N0

for all i, and such that

Ã ⊂ Ã1 · · · Ãr0 . (6.6.1)

Writing ρ : G → G/N0 for the quotient homomorphism, it follows that

the sets ρ(Ã1), . . . , ρ(Ãr0) ⊂ ρ(Ã)e
O(1) ⊂ ρ(A)e

O(1)m are of step at most

s̃− 1. Since G/N0 is generated by ρ(A), the induction hypothesis there-

fore gives, for each i = 1, . . . , r0, an integer ri ≤ K̃(s̃−1)eO(s̃)

, a normal

subgroup Ni CG containing N0 and satisfying

Ni ⊂ A(s̃−1)(K̃eO(1)
)e
O(2s̃−2)

KeO(s)+O(s̃−1)(eO(1)m)

·N0

⊂ A(s̃−1)K̃eO(2s̃−1)
KeO(s)+O(s̃)m

·N0,
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and symmetric sets A
(i)
1 , . . . , A

(i)
ri ⊂ Ãe

O(s̃−1)

i Ni ⊂ Ãe
O(s̃)

Ni such that

each A
(i)
j Ni is a K̃eO(s̃)

-approximate group, such that

[A
(i)
j , A

(i)
j ] ⊂ Ni (6.6.2)

for all j, and such that

Ãi ⊂ A(i)
1 · · ·A(i)

ri Ni. (6.6.3)

Defining N = N1 · · ·Nr0 , we then have

N ⊂ Ar0(s̃−1)K̃eO(2s̃−1)
KeO(s)+O(s̃)m

·N0

⊂ AK̃
O(1)(s̃−1)K̃eO(2s̃−1)

KeO(s)+O(s̃)m

·N0

⊂ A(s̃−1)K̃eO(2s̃)
KeO(s)+O(s̃)m

·AK
eO(s)m

⊂ As̃K̃
eO(2s̃)

KeO(s)+O(s̃)m

.

Since each A
(i)
j Ni is a K̃eO(s̃)

-approximate group, so is each A
(i)
j N . More-

over, (6.6.1) and (6.6.3) imply that

Ã ⊂ (A
(1)
1 · · ·A(1)

r1 ) · · · (A(r0)
1 · · ·A(r0)

rr0
)N.

Finally, we have

r1 + · · ·+ rr0 ≤ r0K̃
(s̃−1)eO(s̃)

≤ K̃eO(s̃)

K̃(s̃−1)eO(s̃)

≤ K̃ s̃eO(s̃)

,

and [A
(i)
j N,A

(i)
j N ] ⊂ N for every i, j by (6.6.2). Taking the sets A

(i)
j N

for the sets Ak then completes the proof.

Proof of Theorem 6.1.1 Let N ⊂ AKeO(s)

be the normal subgroup and

A1, . . . , Ar ⊂ Ae
O(s)

the sets given by applying Proposition 6.6.3 with

Ã = A, noting that

r ≤ KeO(s)

. (6.6.4)

Writing π : G → G/N for the quotient homomorphism, the proposi-

tion says that the sets π(A1), . . . , π(Ar) generate abelian groups and are

KeO(s)

-approximate groups. Applying Theorem 4.1.2 modulo N there-

fore implies that there are subgroups Hi ⊂ A4
iN ⊂ AK

eO(s)

containing

N , and ordered progressions

Pi ⊂ AK
eO(s)

i ⊂ AK
eO(s)

, (6.6.5)
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each of rank at most KeO(s)

, such that

A ⊂ H1P1 · · ·HrPr.

Corollary 6.5.2 then implies that for each i = 1, . . . , r there is a nor-

mal subgroup Ni of G that contains Hi and satisfies Ni ⊂ AK
eO(s)

. By

(6.6.4), the normal subgroup H defined by H = N1 · · ·Nr also satisfies

H ⊂ AK
eO(s)

, whilst (6.6.4) and (6.6.5) imply that the ordered pro-

gression P defined by P = P1 · · ·Pr satisfies P ⊂ AK
eO(s)

. It follows

that

A ⊂ HP ⊂ AK
eO(s)

.

Moreover, (6.6.4) combined with the bound on the ranks of the Pi implies

that P has rank at most KeO(s)

. Writing P = Pord(x;L), it then follows

from Proposition 5.6.4 that

A ⊂ HPnil(x;L) ⊂ P (x;L) ⊂ AK
eO(s)

,

as required.

Exercises

6.1 Sanders [59] has shown that in Theorem 4.1.3 the bound on the

rank of P can be improved to O(logO(1) 2K), and the bound on

the cardinality of H + P can be improved to

|H + P | ≥ exp(−O(logO(1) 2K))|A|.

Assuming these bounds, prove the following for a finite K-approxi-

mate subgroup of an s-step nilpotent group.

(a) There exist k ≤ O(logO(1) 2K), a subset X ⊂ A of size

at most exp(O(logO(1) 2K)), and KO(1)-approximate groups

B1 . . . , Bk ⊂ AO(1) such that each Bi generates a subgroup

of step less than s and such that A ⊂ XB1 · · ·Bk.

(b) There exist `,m ≤ Os(logOs(1) 2K), sets

X1, . . . , X` ⊂ AOs(1)

of size at most exp(Os(logO(1) 2K)), and KOs(1)-approximate

groups C1, . . . , Cm ⊂ AOs(1) such that each Ci generates an

abelian subgroup and such that A is contained in the product,

in some order, of the Xi and Cj .



Exercises 129

(c) There exist n ≤ Os(logOs(1) 2K), sets

Y1, . . . , Yn ⊂ AOs(1)

of size at most exp(Os(logO(1) 2K)), ordered progressions

P1, . . . , Pm ⊂ AOs(1)

of rank at most Os(logO(1) 2K), and a subgroup H < G nor-

malised by A satisfying H ⊂ AKOs(1)

such that A is contained

in the product, in some order, of H and the Yi and Pj .

(d) There exist elements y1, . . . , yn ∈ AOs(1) such that there is a

product, in some order, of the yi and Pi that has size at least

exp(−Os(logOs(1) 2K))|A|.
(e) There exists an ordered progression

Pord(x;L) ⊂ AOs(logOs(1) 2K)

of rank at most Os(logOs(1) 2K) such that

Pord(x;L) ⊂ Pnil(x;L) ⊂ P (x;L) ⊂ AOs(logOs(1) 2K)

and

|HPord(x;L)| ≥ exp
(
−Os(logOs(1) 2K)

)
|AH|.

6.2 The aim of this question is to investigate the extent to which the

results of Section 6.3 generalise to arbitrary finite nilpotent groups.

(a) Let G be a finite p-group (you may assume the well-known

fact that such groups are nilpotent). Show that all minimal

generating sets for G have the same size.

(b) Show that the assumption in part (a) that G is a p-group is

necessary by giving an example of a finite abelian group that

admits generating sets of different sizes.

(c) Let G be a finite abelian group, and let H be a subgroup of

G. Show that the rank of H is at most the rank of G.

(d) Let G be a finite nilpotent group of rank r and step s. Show

that if H is a subgroup of G then the rank of H is at most

f(r, s). Part (b) shows that we may take f(r, 1) = r; are there

any other values of s for which we may take f(r, s) = r?
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Arbitrary Approximate Groups

7.1 The Breuillard–Green–Tao Theorem

Theorem 6.1.1 showed how to classify the approximate subgroups of a

nilpotent group. The following remarkable theorem essentially reduces

arbitrary approximate groups to that setting.

Theorem 7.1.1 (Breuillard–Green–Tao [18]) Let G be an arbitrary

group and let A ⊂ G be a finite K-approximate group. Then there are

subgroups H C C < G satisfying H ⊂ A4 such that C/H is nilpotent

of step at most OK(1), and such that A is contained in the union of at

most OK(1) left cosets of C.

To make the reduction to nilpotent approximate groups more explicit,

note that Lemma 2.6.2 then implies that A is covered by at most OK(1)

left translates of A2 ∩ C, which is a K3-approximate group by Proposi-

tion 2.6.5, and nilpotent modulo H by definition.

Since an arbitrary non-nilpotent group H is a 1-approximate group,

the presence of the finite subgroup H in the conclusion of Theorem 7.1.1

is unavoidable. More generally, we make the following definition.

Definition 7.1.2 (coset nilprogression) Let P be a finite subset of a

group and suppose there exists a finite subgroup H ⊂ P that is nor-

malised by P and such that P is a nilprogression of rank r and step s

modulo H. Then P is said to be a coset nilprogression of rank r and

step s.

It is immediate from Proposition 5.6.3 that coset nilprogressions have

small tripling, at least if the parameters Li in the definition of the nil-

progression are large enough. We shall shortly see that combining Theo-

130
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rems 7.1.1 and 6.1.1 shows that coset nilprogressions are essentially the

only examples of sets of small tripling, as follows.

Theorem 7.1.3 (Breuillard–Green–Tao [18]) Let G be an arbitrary

group and let A ⊂ G be a finite K-approximate group. Then there exists

a coset nilprogression P of rank and step at most OK(1) such that A is

covered by at most OK(1) left translates of P .

The deduction of Theorem 7.1.3 from Theorem 7.1.1 is captured by

the following proposition.

Proposition 7.1.4 (deduction of Theorem 7.1.3 from Theorem 7.1.1)

Let G be an arbitrary group and let A ⊂ G be a finite K-approximate

group. Suppose that H C C < G and that C/H is nilpotent of step s,

and that A is contained in the union of at most k left cosets of C. Then

there is a set P ⊂ AK
eO(s)

that is a coset nilprogression of rank KeO(s)

modulo H such that A is covered by at most k left translates of HP .

Note that if the group H in Proposition 7.1.4 is finite then HP is a

coset nilprogression of rank KeO(s)

and step s.

Proof Lemma 2.6.2 implies that A is covered by at most k left translates

of A2 ∩ C, which is a K3-approximate group by Proposition 2.6.5. The

image of A2∩C modulo H is therefore also a K3-approximate group, and

so the proposition follows from applying Theorem 6.1.1 to this image.

A proof of Theorem 7.1.1 is beyond the scope of this book. In par-

ticular, it uses tools from model theory that are quite different from

the material of this book. We will nonetheless assume Theorem 7.1.1 in

Chapter 11 in order to demonstrate some of its applications.

Breuillard, Green and Tao originally proved Theorem 7.1.3 directly,

without passing through Theorem 7.1.1 or using Proposition 7.1.4; in-

deed, Theorem 7.1.3 pre-dates Theorem 6.1.1, which is the main content

of Proposition 7.1.4.

There are nonetheless good reasons for presenting Theorem 7.1.3 as

a corollary of Theorem 7.1.1 and Proposition 7.1.4. The first relates to

the so-called effectiveness of the bounds in Theorem 7.1.3. A bound

on a quantity is often said to be effective if it is given explicitly, or at

least could be if one kept track of all of the bounds in an argument.

A bound that is not effective is said to be ineffective. All except one

of the constants in Theorem 7.1.1, and hence Theorem 7.1.3, can be

made effective in terms of K. The exception is the bound on the number
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of cosets of C needed to cover A, for which there is no known explicit

computation. Theorems 7.1.1 and 7.1.3 thus do not quite represent the

final word on the subject that they might appear to at first glance.

Proposition 7.1.4 means that in order to prove an effective version of

Theorem 7.1.3 it would be sufficient to establish the a priori weaker

Theorem 7.1.1 effectively.

The second, related, reason is that one can make Theorem 7.1.1 ef-

fective at the expense of restricting attention to certain specific classes

of groups. This is notably the case for various linear groups, and for

residually nilpotent groups, for example. We will illustrate this in Chap-

ters 8–10, where we will prove Theorem 7.1.1 effectively, first in the case

where G is residually nilpotent, then when G is a soluble subgroup of

GLn(C), and finally for G = GLn(C) itself. By Proposition 7.1.4, each

of these results also leads to an effective version of Theorem 7.1.3 for

the class of groups concerned.

For the results of Chapters 8–10 it will be useful to remark that when

proving Theorem 7.1.1, instead of showing that A is contained in a union

of a few left cosets of C, it is sufficient to show that some small power

of A has large intersection with C, as follows.

Lemma 7.1.5 Let G be a group with a subgroup C, and let A ⊂ G be

a finite K-approximate group. Let α > 0, and suppose that |Am ∩ C| ≥
α|A|. Then A is contained in the union of at most α−1Km left cosets of

the subgroup C.

Proof Writing π : G→ G/C for the quotient homomorphism, we have

|π(A)| ≤ |Am+1|
|Am ∩ C|

(by Lemma 2.6.3)

≤ α−1 |Am+1|
|A|

≤ α−1Km (since A is a K-approximate group).

This means precisely that A is contained in the union of at most α−1Km

left cosets of C, as required.
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Residually Nilpotent Approximate Groups

8.1 Introduction

In this chapter we prove Theorem 7.1.1 for residually nilpotent groups.

Given a property P of groups, a group G is said to be residually P if for

every non-identity element g ∈ G there exists a group Γ with property

P and a homomorphism π : G → Γ such that π(g) 6= 1. In particular,

G is residually nilpotent if for every non-identity element g ∈ G there

exists a nilpotent group N and a homomorphism π : G → N such that

π(g) 6= 1.

Being residually nilpotent is a strictly weaker condition than that of

being nilpotent: finitely generated non-abelian free groups are residually

nilpotent but not nilpotent, for example.

The main result of this chapter is the following.

Theorem 8.1.1 ([73, Theorem 1.2]) Let G be a residually nilpotent

group and suppose that A is a finite K-approximate subgroup of G. Then

there exist subgroups H CC < G satisfying H ⊆ AOK(1) such that C/H

is nilpotent of step at most K6, and such that A is contained in the

union of at most exp(KO(1)) left cosets of C.

In light of Proposition 7.1.4, this also gives the following.

Theorem 8.1.2 ([73, Corollary 1.4]) Let G be a residually nilpotent

group and suppose that A is a finite K-approximate subgroup of G.

Then there exists a coset nilprogression P ⊂ AOK(1) of rank at most

exp(exp(KO(1))) and step at most K6 such that A is covered by at most

exp(KO(1)) left translates of P .

133
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Note in particular that every nilpotent group is also residually nilpo-

tent, and so Theorem 8.1.2 implies a version of Theorem 6.1.1 in which

the bounds are independent of the step of G.

A version of Theorem 8.1.1 was first proved for the special case of resid-

ually torsion-free nilpotent groups by Breuillard, Green and Tao [19].

The proof we give here of Theorem 8.1.1 in general was originally given

by the author in [73].

We start by proving a version of Theorem 8.1.1 in the special case

where G is nilpotent, in the form of the following proposition.

Proposition 8.1.3 Let G be a nilpotent group and suppose that A

is a finite K-approximate subgroup of G. Then there exist subgroups

H C C < G such that

(i) H ⊆ AOK(1);

(ii) C/H is nilpotent of step at most K6;

(iii) |A2 ∩ C| ≥ exp(−KO(1))|A|;
(iv) C is generated by A6 ∩ C.

We prove Proposition 8.1.3 over the next three sections. Then, in

Section 8.5, we deduce Theorem 8.1.1 from it.

8.2 Central Extensions of Nilpotent Approximate
Groups

We start our proof of Proposition 8.1.3 in the setting of ‘central exten-

sions’ of nilpotent approximate groups. A group G is a central extension

of a group H if there is a central subgroup Z < G such that G/Z ∼= H.

Here we analogously refer to G as a central extension of an approximate

group A ⊂ G if there is a central subgroup Z < G such that G = AZ.

Proposition 8.2.1 Let G be a finitely generated nilpotent group and

let A be a finite K-approximate subgroup. Suppose there exists a central

subgroup Z < G such that G = AZ. Then there exist k ≤ K8 and normal

subgroups {1} = H0 < H1 < · · · < Hk < [G,G] of G such that Hi ⊂
A8Hi−1, and such that [G,G] ⊂ A4Hk. In particular, [G,G] ⊆ A8K8+4.

In Exercise 8.1 we invite the reader to prove a strong version of The-

orem 8.1.2 for central extensions of nilpotent approximate groups.

For the remainder of this section G is a finitely generated nilpotent

group. Fix a generating set x1, . . . , xr for G, and write c1, . . . , cq for the
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set of simple commutators in the xi of total weight at least 2 and at

most s, in non-increasing order of total weight. For each i = 0, 1, . . . , q,

define the subgroup

Γi = 〈c1, . . . , ci〉,

noting from Proposition 5.2.6 and Corollary 5.2.9 that Γq = [G,G], and

from Propositions 5.2.4 and 5.2.6 and Corollary 5.2.9 that {1} = Γ0 <

Γ1 < · · · < Γq = [G,G] is a central series for [G,G]. Note also therefore

that

Γi = 〈ci〉Γi−1 (8.2.1)

for i = 1, . . . , q. We keep these commutators ci and subgroups Γi fixed

for the remainder of this section.

The rough idea of the proof of Proposition 8.2.1, which also plays an

important role in our subsequent proof of Theorem 8.1.1, is to view each

Γi/Γi−1 as a different ‘direction’ in G, and then to show that A cannot

grow in too many of these different directions. This is the idea behind

Freiman’s so-called dimension lemma, which states that a finite set of

doubling K inside Rd is contained in an affine subspace of dimension at

most K−1 [68, Theorem 5.20]. The following lemma, which goes back to

Gleason [29] and was first applied to approximate groups by Breuillard,

Green and Tao [19], can be thought of as a generalisation of this idea.

Roughly, it shows that if a set grows even a little bit in several different

‘directions’ in a group then it must grow a lot overall.

Lemma 8.2.2 Let A be a finite symmetric subset of a group and let

m ∈ N. Let {1} = H0 < H1 < · · · < Hk be a nested sequence of groups

such that Am ∩Hi 6⊆ A2Hi−1. Then |Am+1| ≥ k|A|.

Proof This is essentially [19, Lemma 3.1]. For each i = 1, . . . , k pick

hi ∈ (Am ∩Hi) \ A2Hi−1. It is sufficient to show that the sets Ahi are

all disjoint. To see this, suppose that Ahi ∩ Ahj 6= ∅ for some j < i.

This would imply that hi ∈ A2hj ⊆ A2Hj ⊆ A2Hi−1, contradicting the

choice of hi.

We spend the rest of this section showing how to use Lemma 8.2.2 to

prove Proposition 8.2.1. To that end, for the remainder of the section we

fix a finite K-approximate group A ⊂ G and a central subgroup Z < G

such that G = AZ as in Proposition 8.2.1.
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Lemma 8.2.3 Let x, y ∈ G. Then [x, y] ∈ A4.

Proof Since G = AZ there exist a, b ∈ A and w, z ∈ Z such that

x = aw and y = bz. Since Z is central, we therefore have [x, y] =

[aw, bz] = [a, b] ∈ A4, as required.

Lemma 8.2.4 For each i = 1, . . . , r we have Γi ⊆ A4Γi−1.

Proof Write k for the weight of ci. By definition we have ci = [d, xj ]

for some j and some simple commutator d in the x` of weight k − 1. It

follows from Proposition 5.2.6 and Corollary 5.2.9 thatGk+1 ⊂ Γi−1, and

hence from the last part of Lemma 5.5.3 that c`i = [d, xj ]
` ∈ [d, x`j ]Γi−1

for every ` ∈ Z. The desired result therefore follows from (8.2.1) and

Lemma 8.2.3.

Lemma 8.2.5 Let j ∈ {0, . . . , r−1}. Then there exists j′ > j such that

Γj′ ⊆ A4Γj, and such that either j′ = r or Γj′+1 = A8Γj∩Γj′+1 6⊆ A4Γj.

Proof Let j′ ≤ r be maximal such that (A4 ∩ Γj′)Γj is a group, not-

ing that j′ > j by Lemma 8.2.4. Lemma 8.2.4 implies that (A4 ∩ Γj′)

generates Γj′ , so in fact we have (A4 ∩ Γj′)Γj = Γj′ ; in particular,

Γj′ ⊆ A4Γj , (8.2.2)

as required. If j′ 6= r then (A4 ∩ Γj′+1)Γj is not a group by definition

of j′, and in particular we have (A8 ∩ Γj′+1)Γj 6⊆ (A4 ∩ Γj′+1)Γj , and

hence A8Γj ∩ Γj′+1 6⊆ A4Γj . However, Γj′+1 = A8Γj ∩ Γj′+1 by (8.2.2)

and Lemma 8.2.4.

Proof of Proposition 8.2.1 Repeated application of Lemma 8.2.5 im-

plies that there exist k ∈ Z and 0 = j(0) < j(1) < · · · < j(k) such

that Γj(i) = A8Γj(i−1) ∩ Γj(i) 6⊆ A4Γj(i−1) for each i, and such that

[G,G] ⊂ A4Γj(k). Lemma 8.2.2 implies that k ≤ K8, and so we may

take Hi = Γj(i) in Proposition 8.2.1.

8.3 Bounded Normal Series for Nilpotent
Approximate Groups

Proposition 8.2.1 roughly states that if G is a central extension of a

finite nilpotent approximate group A then there exist normal subgroups

{1} = H0 < H1 < · · · < Hk of [G,G] with

Hi ⊂ A8Hi−1 (8.3.1)
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and k ≤ K8 such that [G,G] ⊂ A4Hk. The property (8.3.1) can be

thought of as saying that the extension of [G,G]/Hi by Hi/Hi−1 is

‘bounded’ in terms of A, and so Proposition 8.2.1 can be thought of as

writing [G,G] as a bounded series of ‘bounded group extensions’.

Unsurprisingly, such a series does not exist in an arbitrary nilpotent

group. Nonetheless, we have the following analogue that does exist in

general.

Proposition 8.3.1 Let G be a nilpotent group and let A ⊂ G be a

finite K-approximate group. Then there exists a normal series

{1} = H0 CD1 CH1 CD2 C · · ·CDk CHk CDk+1 (8.3.2)

inside G, with each Hi = 〈γi〉Di for some element γi ∈ G, such that

(a) Di ⊂ A2Hi−1 for each i;

(b) γi ∈ A6 \A2Hi−1 for each i ≥ 1;

(c) Di CDk+1 for each i;

(d) Hi is central modulo Di in Dk+1 for each i;

(e) |A2 ∩Dk+1| ≥ K−30K6 |A|;
(f) k ≤ K6.

Rather than a bounded series of bounded group extensions as in

Proposition 8.2.1, (8.3.2) can be thought of as writingDk+1 as a bounded

series of some bounded extensions and some central extensions. Specifi-

cally, each Dk+1/Hi is a bounded extension of Dk+1/Di+1 by Di+1/Hi

(bounded in the sense that Di+1 ⊂ A2Hi by (a)), whilst each Dk+1/Di

is a central extension of Dk+1/Hi by Hi/Di.

A nilpotent group of bounded step is by definition a group that can

be written as a bounded series of central extensions, and so Proposi-

tion 8.1.3 can be thought of as writing a nilpotent approximate group as

a bounded series of central extensions, followed by a single bounded

extension. Proposition 8.3.1 thus points in the direction of Proposi-

tion 8.1.3, the issue being that the series (8.3.2) has bounded extensions

throughout, rather than just at the left-hand end.

In the next section we will explain how to disentangle the series (8.3.2)

and prove Proposition 8.1.3. For now we prove Proposition 8.3.1, starting

with some preliminary lemmas, as follows.

Lemma 8.3.2 Let G be a group with symmetric generating set B con-

taining the identity, and let Γ be a normal subgroup of G. Suppose that

B3 ∩ Γ ⊂ B. Then B ∩ Γ is a normal subgroup of G.
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Proof We have (B∩Γ)2 ⊂ B2∩Γ ⊂ B∩Γ, so B∩Γ is a group. Moreover,

given b ∈ B and g ∈ B ∩ Γ, we have b−1gb ∈ B3 ∩ Γ ⊂ B ∩ Γ, so B

normalises B ∩ Γ. Since B generates G, the subgroup B ∩ Γ is therefore

normal in G.

The following lemma was first applied in this context by Breuillard,

Green and Tao [19]; it is also somewhat reminiscent of [39, Proposi-

tion 4.1].

Lemma 8.3.3 Let m ∈ N. Suppose that G is a group with subgroups

H1, H2 < G satisfying [G,H1] ⊂ H2. Suppose further that A ⊂ G is a

finite K-approximate group satisfying A2 ∩H2 = {1}. Let ω ∈ Am ∩H1.

Then

|A2 ∩ CG(ω)| ≥ |A|
K2m+1

.

Proof This is essentially found in the proof of [19, Proposition 4.1].

Proposition 2.6.5 implies thatA2m+2∩H2 is covered byK2m+1 translates

of A2 ∩ H2, and hence that |A2m+2 ∩ H2| ≤ K2m+1. Since every a ∈
A satisfies [ω, a] ∈ A2m+2 ∩ H2, this implies in particular that as a

ranges through A the number of values taken by [ω, a] is at most K2m+1.

There therefore exists a such that [ω, x] = [ω, a] for at least |A|/K2m+1

elements x ∈ A. For each such x, by definition we have ω−1x−1ωx =

ω−1a−1ωa, hence x−1ωx = a−1ωa, hence ax−1ωxa−1 = ω, and hence

xa−1 ∈ A2 ∩ CG(ω).

Finally, it is convenient to separate out the following straightforward

lemma, since we use it on two separate occasions in the proof of Propo-

sition 8.3.1.

Lemma 8.3.4 Let G be a group with subgroups H < U < G, and let

A ⊂ G. Then AH ∩ U = (A ∩ U)H ∩ U .

Proof The fact that AH ∩ U ⊃ (A ∩ U)H ∩ U is trivial. To see that

AH ∩U ⊂ (A∩U)H ∩U , suppose that u ∈ AH ∩U , so that there exist

a ∈ A and h ∈ H such that u = ah. We then have a = uh−1 ∈ U , and

hence u ∈ (A ∩ U)H.

Proof of Proposition 8.3.1 To facilitate a recursive construction of the

series (8.3.2) we will also construct a series

〈A〉 = C0 > C1 > C2 > · · · > Ck = Dk+1 (8.3.3)

such that
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Dk+1 = Ck ⊆ Ck−1 ⊆ · · · ⊆ C1 ⊆ C0 = 〈A〉

Dk

Dk−1

...

D2

D1

Hk

Hk−1

H1

H0 = {1}

C

C

C

C

C

C

C

Figure 8.1 The subgroups appearing in the proof of Proposition 8.3.1

(1) Di C Ci−1;

(2) γi is in the centre of Ci modulo Di;

(3) Ci = 〈A2 ∩ Ci〉〈γi〉Di;

(4) |A2 ∩ Ci| ≥ K−30i|A|.

Setting Hi = 〈γi〉Di for each i ≥ 1, the subgroups Hi and Di will then

automatically be normal in Dk+1, so (8.3.2) will be a normal series, as

claimed. Moreover, conclusion (f) will follow from (b) and Lemma 8.2.2,

whilst (e) will follow from (8.3.3), (f) and (4). On the other hand, (c) and

(d) will follow from (8.3.3), (b), (1) and (2). It is sufficient, therefore, to

construct elements γi and subgroups Ci, Di and Hi = 〈γi〉Di satisfying

(a), (b) and (1)–(4). The relationships between the subgroups Ci, Di

and Hi are illustrated in Figure 8.1.

We construct the elements γi and subgroups Ci, Di and Hi = 〈γi〉Di

recursively, starting with H0 = {e} and C0 = 〈A〉. Suppose, then, that
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we have already constructed subgroups

H0, . . . ,Hj , D1, . . . , Dj , C0, . . . , Cj

and elements γ1, . . . , γj satisfying the required properties. If Cj ⊂ A2Hj

then set Dj+1 = Cj and k = j, and the proposition is proved.

We may suppose, therefore, that Cj 6⊂ A2Hj . Write Cj = Y1 B · · · B
Ym = {1} for the lower central series of Cj , and set Zi = YiHj for each i.

Let ` be maximal such that
(
(A2 ∩ Cj)3 ∩ Z`

)
\(A2∩Cj)Hj 6= ∅, noting

that such an ` exists since A2 ∩ Cj generates Cj , which by assumption

is not contained in A2Hj . We may then fix an arbitrary

γj+1 ∈
(
(A2 ∩ Cj)3 ∩ Z`

)
\ (A2 ∩ Cj)Hj .

Note in particular that

γj+1 ∈
(
(A2 ∩ Cj)3 ∩ Z`

)
\
(
(A2 ∩ Cj)Hj ∩ Cj

)
⊂
(
(A2 ∩ Cj)3 ∩ Z`

)
\
(
A2Hj ∩ Cj

)
(by Lemma 8.3.4)

⊂
(
(A2 ∩ Cj)3 ∩ Z`

)
\A2Hj ,

so that γj+1 satisfies property (b), as required.

By the definition of ` and Lemma 8.3.2 applied modulo Hj , the set(
(A2 ∩ Cj) ∩ Z`+1

)
Hj = (A2∩Z`+1)Hj is a normal subgroup of Cj . The

set Dj+1 = (A2 ∩ Z`+1)Hj is therefore a group satisfying properties (a)

and (1).

Let n be maximal such that (A2 ∩Cj)2 ∩Zn 6⊂ Dj+1. By definition of

Dj+1, this means that there exists

z ∈
(
(A2 ∩ Cj)3 ∩ Zn

)
\ (A2 ∩ Z`+1)Hj .

If n > ` this would mean that

z ∈
(
(A2 ∩ Cj)3 ∩ Z`+1

)
\ (A2 ∩ Z`+1)Hj

⊂
(
(A2 ∩ Cj)3 ∩ Z`+1

)
\
(
((A2 ∩ Cj) ∩ Z`+1)Hj ∩ Z`+1

)
⊂
(
(A2 ∩ Cj)3 ∩ Z`+1

)
\
(
(A2 ∩ Cj)Hj ∩ Z`+1

)
by Lemma 8.3.4, and hence

z ∈
(
(A2 ∩ Cj)3 ∩ Z`+1

)
\ (A2 ∩ Cj)Hj ,

contradicting the definition of `. It follows that n ≤ `, and hence that

γj+1 ∈ (A2 ∩ Cj)3 ∩ Zn. (8.3.4)

Write πj : Cj → Cj/Dj+1 for the quotient homomorphism, and note
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that [Cj/Dj+1, πj(Zn)] ⊂ π(Zn+1) by Proposition 5.2.4 and the defi-

nition of the groups Zi. Since A2 ∩ Cj is a K3-approximate group by

Proposition 2.6.5, (8.3.4) therefore implies that applying Lemma 8.3.3

modulo Dj+1 gives∣∣πj((A2 ∩ Cj)2) ∩ CCj/Dj+1
(γj+1)

∣∣ ≥ K−19
∣∣πj(A2 ∩ Cj)

∣∣ . (8.3.5)

Writing C ′j+1 = π−1
j (CCj/Dj+1

(γj+1)), we claim that

|A2 ∩ C ′j+1| ≥ K−30|A2 ∩ Cj |. (8.3.6)

Lemma 2.6.2 implies that

|A2 ∩ Cj | ≤ |πj(A2 ∩ Cj)||(A2 ∩ Cj)2 ∩Dj+1|. (8.3.7)

We also have∣∣πj((A2 ∩ Cj)2) ∩ CCj/Dj+1
(γj+1)

∣∣ ⊂ πj(A4 ∩ C ′j+1),

which combines with (8.3.5) to imply that

|πj(A2 ∩ Cj)| ≤ K19|πj(A4 ∩ C ′j+1)|. (8.3.8)

The fact that (A2∩Cj)2∩Dj+1 ⊂ A4∩Dj+1 ⊂ A4∩C ′j+1∩Dj+1 implies

that

|(A2 ∩ Cj)2 ∩Dj+1| ≤ |(A4 ∩ C ′j+1)2 ∩Dj+1|. (8.3.9)

By Lemma 2.6.3 we also have

|πj(A4 ∩ C ′j+1)||(A4 ∩ C ′j+1)2 ∩Dj+1| ≤ |(A4 ∩ C ′j+1)3|
≤ |A12 ∩ C ′j+1|,

and hence

|πj(A4 ∩ C ′j+1)||(A4 ∩ C ′j+1)2 ∩Dj+1| ≤ K11|(A2 ∩ C ′j+1)| (8.3.10)

by Proposition 2.6.5. Combining (8.3.7), (8.3.8), (8.3.9) and (8.3.10)

proves (8.3.6), as claimed.

Setting Hj+1 = 〈γj+1〉Dj+1 and Cj+1 = 〈A2 ∩ C ′j+1〉Hj+1, the sub-

group Cj+1 satisfies (4) by (8.3.6) and induction, and satisfies (3) by

definition. Since Cj+1 ⊂ C ′j+1, the element γj+1 also satisfies (2) by

definition of C ′j+1. This completes the proof.
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8.4 From Normal to Central Subgroups

The aim of this section is to convert the bounded normal series (8.3.2)

given by Proposition 8.3.1 into a bounded extension of a bounded central

series, and thus prove Proposition 8.1.3.

We use the following special case of a lemma of Guralnick [37], in

which, given a subgroup D and an element x of a group G, we write

[x,D] for the set {[x, d] : d ∈ D}.

Lemma 8.4.1 ([37, Lemma 3.1]) Let G be a group, and let D be

an abelian normal subgroup of G such that G = 〈x1, . . . , xn, D〉. Then

[G,D] =
∏n
i=1[xi, D].

Proof Since D is normal we have [G,D] ⊂ D, and in particular com-

mutes withD. Lemma 5.5.3 therefore implies that [xi, d][xi, d
′] = [xi, dd

′]

for each i and every d, d′ ∈ D, and hence that each [xi, D] is a subgroup

of D. Since D is abelian, this implies in turn that
∏n
i=1[xi, D] is a sub-

group. Furthermore, for every i, j and d ∈ D we have x−1
j [xi, d]xj =

[xj , [xi, d]][xi, d], and so
∏n
i=1[xi, D] is in fact a normal subgroup.

We may therefore consider the quotient G/
∏n
i=1[xi, D]. Since D is

central in this quotient, the subgroup [G,D] is trivial in this quotient,

so it must be that [G,D] ⊂
∏n
i=1[xi, D]. The converse inclusion is trivial,

and so the lemma is proved.

Proof of Proposition 8.1.3 Let k,D1, . . . , Dk+1, γ1 . . . , γk be as given

by Proposition 8.3.1, and set C = Dk+1. Proposition 8.3.1 (e) implies

that |A2 ∩ C| ≥ K−30K6 |A| ≥ exp(−KO(1))|A|, giving (iii). Meanwhile,

(iv) follows from Proposition 8.3.1 (a) and (b).

We will exhibit groups D1 C D2 C · · · C Dk C Dk+1 = C with Di ⊆
Di ⊆ AOK,k−i(1)Di, and each Di normal in C, such that Di+1 is central

in C modulo Di. Setting H = D1, we will then have H ⊂ AOK(1) by

Proposition 8.3.1 (a) and (f), giving (i). Moreover, C/H will be nilpotent

of step at most k, which is at most K6 by Proposition 8.3.1 (f), giving

(ii) and completing the proof of the proposition.

To facilitate the construction of these groups Di, we also construct

elements

x1,1 · · · x1,r1
...

...

xk,1 · · · xk,rk

∈ AOK,k−i(1)

with each ri �K,k−i 1 such that Di+1 = 〈xi,1, . . . , xi,ri , Di〉 for every i.

We construct the elements xi,j and the groups Di recursively, starting
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by setting Dk+1 = C. Suppose, then, that we have already constructed

groups Di+1, . . . , Dk+1 and elements

xi+1,1 · · · xi+1,ri+1

...
...

xk,1 · · · xk,rk

satisfying the required properties. This means in particular that each

xj,` ∈ AR for some R �K,k−i−1 1, and Di+1 ⊂ AMDi+1 for some

M �K,k−i−1 1. Proposition 8.3.1 (a) and (b) then imply that

Di+1 ⊂ AM+2〈γi〉Di. (8.4.1)

Proposition 2.6.5 implies that AM+2 ∩ Di+1 is a K2M+3-approximate

group. Since γi is central in C moduloDi by Proposition 8.3.1 (b) and (d),

(8.4.1) means that we may apply Proposition 8.2.1 modulo Di to con-

clude that

[Di+1, Di+1] ⊂ A8K16M+24+4Di. (8.4.2)

Now by assumption we have〈
xi+1,1 · · · xi+1,ri+1

...
...

xk,1 · · · xk,rk

, Di+1

〉
,

and modulo [Di+1, Di+1]Di the group Di+1 is abelian, so Lemma 8.4.1

implies that

[C,Di+1] ⊂

 k∏
j=i+1

ri∏
`=1

[xj,`, Di+1]

 [Di+1, Di+1]Di. (8.4.3)

However, since γi is central modulo Di, for every xj,` and d ∈ Di+1

the image of [xj,`, d] modulo Di depends only on the image of d modulo

〈γi〉Di. Combined with (8.4.1) and the fact that xj,` ∈ AR, this means

that [xj,`, d] ⊂ A2M+2R+4Di. Combined with (8.4.2) and (8.4.3), this in

turn means that

[C,Di+1] ⊂ AOK,k−i(1)Di. (8.4.4)

Now γi ∈ A6 by Proposition 8.3.1 (b), so (8.4.1) implies that Di+1

is generated by Di and AM+2 ∩ Di+1. Since Di+1 is normal in C, so

is [C,Di+1], and Di+1 is abelian modulo [C,Di+1]. Since AM+2 ∩Di+1

is a K2M+3-approximate group by Proposition 2.6.5, we may therefore

apply Theorem 4.1.2 to AM+2 ∩Di+1 modulo [C,Di+1]Di to conclude
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that there exist ri ≤ KO(M) �K,k−i 1, elements xi,1, . . . , xi,ri ∈ A4M+8,

and a subgroup Di < Di+1 satisfying

[C,Di+1]Di ⊂ Di ⊂ A4M+8[C,Di+1]Di (8.4.5)

such that

Di+1 = 〈xi,1, . . . , xi,ri , Di〉.

Since Di < Di+1, it is central modulo [C,Di+1], and hence normal in C.

Moreover, since [C,Di+1] ⊂ Di we have Di+1 central in C modulo Di.

Finally, (8.4.5) and (8.4.4) imply that Di ⊂ AOK,k−i(1)Di, as required,

and so the proposition is proved.

8.5 Residually Nilpotent Groups

In this section we complete the proof of Theorem 8.1.1. We use an ar-

gument first deployed by Breuillard, Green and Tao in the torsion-free

case to reduce Theorem 8.1.1 to the case in which G is nilpotent, and

hence to Proposition 8.1.3.

We first note that being residually nilpotent is in fact equivalent to

an apparently slightly stronger condition, as follows.

Lemma 8.5.1 Let G be a residually nilpotent group and let A ⊆ G be

a finite set such that 1 /∈ A. Then there exists a nilpotent group N and

a homomorphism π : G→ N such that A ∩ kerπ = ∅.

Proof By definition, for each a ∈ A there exists a nilpotent group Na
and a homomorphism πa : G → Na such that πa(a) 6= 1. In particular,

writing sa for the step of Na and G = G1 ⊇ G2 ⊇ · · · for the lower

central series of G we have a /∈ Gsa+1. Writing s = maxa∈A sa, we

may therefore take π to be the projection homomorphism π : G →
G/Gs+1.

Lemma 8.5.2 Let G be a group, and let A ⊆ G be a symmetric set

containing the identity. Let N be another group, and let π : G → N be

a homomorphism. Let H ⊂ π(A) be a subgroup of N . Then we have the

following.

(i) If A2 ∩ kerπ = {1} then π is injective on A.

(ii) If A3∩kerπ = {1} then there exists a subgroup H ′ ⊆ A isomorphic

to H via π.
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(iii) If A4 ∩ kerπ = {1} then H ′ is normal in 〈A〉 if and only if H is

normal in 〈π(A)〉.

Proof Item (i) follows from the fact that if π(a) = π(a′) then a−1a′ ∈
kerπ, and in turn implies that for each h ∈ H there is a unique φ(h) ∈ A
such that π(φ(h)) = h. Given h, h′ ∈ H we have φ(h)φ(h′)φ(hh′)−1 ∈
A3 ∩ kerπ. If A3 ∩ kerπ = {1}, it therefore follows that φ(h)φ(h′) =

φ(hh′), and hence that H ′ = φ(H) ⊆ A is a subgroup. Item (i) implies,

moreover, that π|H′ : H ′ → H is an isomorphism.

If H is normal in 〈π(A)〉 then for every a ∈ A and h ∈ H there exists

ĥ ∈ H such that π(a−1)hπ(a) = ĥ. In particular, a−1φ(h)aφ(ĥ−1) ∈
kerπ ∩ A4, so if A4 ∩ kerπ = {1} then a−1φ(h)a ∈ H ′, and hence H ′ is

normal in 〈A〉.

Proof of Theorem 8.1.1 Let m be the quantity implied by the OK(1)

notation in Proposition 8.1.3 (i), let ` be the word length of a simple

commutator of weight K6 + 1, and let M ≥ m(` + 1). Lemma 8.5.1

implies that there exists a homomorphism π from G to a nilpotent group

N such that A4M ∩ kerπ = {1}. Applying Proposition 8.1.3 to π(A), we

conclude that there exist subgroups H CC ⊆ N such that H ⊆ π(Am),

such that C/H is nilpotent of step at most K6, such that C is generated

by π(A6) ∩ C, and such that |π(A2) ∩ C| ≥ exp(−KO(1))|π(A)|.
Define C ′ = 〈Am ∩ π−1(C)〉, noting that π(C ′) = C. Note also that

H ⊆ π(Am ∩ π−1(C)) = π(Am ∩ C ′), and so Lemma 8.5.2 implies that

there is a normal subgroup H ′ C C ′ such that H ′ ⊆ Am and such that

π|H′ : H ′ → H is an isomorphism.

Set k = K6. Following [19], if x1, . . . , xk+1 ∈ Am ∩ C ′ then the

nilpotence of C/H implies that [π(x1), . . . , π(xk+1)] ∈ H, which im-

plies that there exists h ∈ H ′ such that [π(x1), . . . , π(xk+1)]π(h) = 1.

By Lemma 8.5.2 (i), this implies that [x1, . . . , xk+1]h = 1, and so we

conclude that C ′/H ′ is nilpotent of step at most K6.

Finally, note that π(A2) ∩ C = π(A2 ∩ C ′). Lemma 8.5.2 (i) there-

fore implies that |A2 ∩ C ′| = |π(A2) ∩ C| ≥ exp(−KO(1))|π(A)| =

exp(−KO(1))|A|, and so the theorem follows from Lemma 7.1.5.

Exercises

8.1 Let G be a finitely generated nilpotent group and let A be a fi-

nite K-approximate subgroup. Suppose there exists a central sub-

group Z < G such that G = AZ. Show that there exists a coset
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nilprogression P of rank at most KO(1) and step 1 such that

A ⊂ P ⊂ AKO(1)

.

8.2 Let G be a residually nilpotent group in which every element has

order at most m. Suppose that A ⊂ G is a finite K-approximate

group. Show that A can be covered by K30K6+2 left cosets of

a nilpotent subgroup contained in A(3m+2)K6+2. This generalises

Theorem 2.4.1 to arbitrary residually nilpotent groups containing

only elements of bounded order. Hint: First treat the case in which

G is nilpotent; start by showing that the group Dk+1 given by

Proposition 8.3.1 is contained in A(3r+2)K6+2.

8.3 Use Exercise 6.1 to show that the bound on the rank of the coset

nilprogression P given by Theorem 8.1.2 can be improved from

exp(exp(KO(1))) to exp(O(K12)).

8.4 Show that a finitely generated free group is residually nilpotent.
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Soluble Approximate Subgroups of GLn(C)

9.1 Introduction

In this chapter and the next we investigate approximate subgroups of

linear groups. A linear group is simply a group that is isomorphic to

some subgroup of GLn(K), with K a field. This has been an especially

fruitful setting in which to study approxiate groups, leading as it does

to many of the results on expanders that we described in the preface.

In this book we focus on the case K = C. It is actually the case where

K is a finite field that is most important for applications to expansion.

However, here we choose to work in the complex setting, where we can

make greater progress than we could for more general K whilst keeping

the exposition self-contained.

In the present chapter we restrict attention to soluble linear groups,

which we define imminently; in the next chapter we explain how to

deduce a result for arbitrary subgroups of GLn(C).

Definition 9.1.1 (derived series) Given a group G, the derived series

G = G(0) > G(1) > G(2) > · · · of G is defined recursively via G(i) =

[G(i−1), G(i−1)] for each i ∈ N.

Definition 9.1.2 (soluble group) A group G is soluble (also called

solvable) if there exists some d such that G(d) = {1}. The smallest such

d is called the derived length of G.

It easily follows from Proposition 5.2.7 and Corollary 5.2.9 that every

s-step nilpotent group is soluble of derived length at most blog2 sc + 1.

147
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For a non-nilpotent example, given n ∈ N the group

Uppn(C) =


 x11 . . . x1n

. . .
...

0 xnn

 :
xij ∈ C
xii 6= 0


of n×n upper-triangular complex matrices is easily verified to be soluble.

In the case of soluble complex linear groups, such as Uppn(C), we

have the following effective version of Theorem 7.1.1.

Theorem 9.1.3 (Breuillard–Green [13, Theorem 1.4]) Let K ≥ 2. Let

G < GLn(C) be a soluble subgroup, and suppose that A ⊂ G is a finite

K-approximate group. Then there is a nilpotent subgroup N < G of step

at most n such that A is contained in a union of at most KOn(1) left

cosets of N .

Note that a version of Theorem 7.1.3 then follows easily from Theo-

rem 9.1.3 and Proposition 7.1.4. In Exercise 9.3 we invite the reader to

refine this version of Theorem 7.1.3.

Remarks The assumption K ≥ 2 is for notational convenience, as de-

scribed in Remark 6.1.2. However, unlike Theorem 6.1.1, the exact-group

version of Theorem 9.1.3 corresponding to the cases K < 2 is not com-

pletely trivial. Nonetheless, we invite the reader to confirm in Exer-

cise 9.1 that a finite soluble subgroup H of GLn(C) has an abelian

subgroup of index at most On(1). This can be seen as an exact-group

version of Theorem 9.1.3. The well-known Jordan’s theorem for finite

linear groups states that the same statement still holds without the as-

sumption that H is soluble.

Gill and Helfgott [28] have proved a result similar to Theorem 9.1.3 for

soluble subgroups of GLn(Fp). There are some similarities between the

two arguments, but the Gill–Helfgott result uses more algebraic group

theory, and it is largely to avoid the need for this theory that we restrict

to the complex setting. Tao [65] has also proved a version of Theo-

rem 9.1.3 for arbitrary soluble groups, although the conclusion is both

qualitatively less explicit and quantitatively weaker than Theorem 9.1.3.

In proving Theorem 9.1.3 we use the fact that Uppn(C) is in some

sense a universal example of a soluble complex linear group, as follows.

Theorem 9.1.4 (Mal’cev [44]) Let G < GLn(C) be a soluble subgroup.

Then G contains a normal subgroup U of index at most On(1) that is

conjugate to a subgroup of Uppn(C).
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We give a proof of Theorem 9.1.4 in Sections 9.A and 9.B, following the

argument from Wehrfritz’s book [75]. One reason for this is to keep this

chapter self-contained, but an arguably more important reason is that

by restricting attention to the complex numbers we are able to simplify

the treatment quite considerably (Wehrfritz proves Theorem 9.1.4 and

many of its precursory results in far greater generality). Nonetheless, the

reader keen to concentrate on the theory specific to approximate groups,

and prepared to accept Theorem 9.1.4 as ‘classical’, could reasonably

skip the appendix.

Armed with Theorem 9.1.4, we can deduce Theorem 9.1.3 from the

following result.

Proposition 9.1.5 (Breuillard–Green) Let K ≥ 2, and suppose that

A ⊂ Uppn(C) is a finite K-approximate group. Then there is a nilpotent

subgroup N < Uppn(C) of step at most n such that |AOn(1) ∩ N | ≥
K−On(1)|A|.

Proof of Theorem 9.1.3 from Proposition 9.1.5 It follows from Theo-

rem 9.1.4 that G has a subgroup U of index On(1) that is conjugate

to Uppn(C), and Lemma 2.6.2 then implies that

|A2 ∩ U | �n |A|. (9.1.1)

Proposition 2.6.5 implies that A2∩U is a K3-approximate group. Propo-

sition 9.1.5 therefore implies that there is a nilpotent subgroup N < U

of step at most n such that |AOn(1) ∩N | ≥ K−On(1)|A2 ∩U |, and hence

|AOn(1) ∩ N | ≥ K−On(1)|A| by (9.1.1). The theorem then follows from

Lemma 7.1.5.

We carry out the proof of Proposition 9.1.5 in the next two sections.

9.2 The Sum–Product Phenomenon over C

In this section we introduce a phenomenon called the sum–product phe-

nomenon, which governs how the operations of taking sum sets and prod-

uct sets interact with one another. In C, the sum–product phenomenon

essentially refers to the fact that a finite subset of C cannot simultane-

ously have small additive doubling and small multiplicative doubling, as

follows.
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Theorem 9.2.1 (Solymosi’s sum–product theorem over C [60]) Let

U, V,W ⊂ C be finite sets such that U 6= {0} and W 6= {0}. Then

|U + V ||UW | ≥ |U |
3/2|V |1/2|W |1/2

56
.

In particular, an arbitrary finite set A ⊂ C satisfies

max{|A+A|, |AA|} ≥ |A|
5/4

√
56

.

Theorem 9.2.1 can be thought of as saying that C contains no finite

‘approximate subfields’.

Remark Theorem 9.2.1 does not necessarily hold without the assump-

tions that U 6= {0} andW 6= {0}. Indeed, if U = {0} then |U+V ||UW | =
|V |, which is contrary to the conclusion of the theorem if W is much

larger than V . On the other hand, if U = V = [n] and W = {0} then

|U + V ||UW | = 2n− 1 but |U |3/2|V |1/2|W |1/2 = n2.

Since multiplication of matrices involves both addition and multipli-

cation of entries, it is not entirely surprising that a result such as Theo-

rem 9.2.1 should feature in the proof of Theorem 9.1.3. Indeed, prior to

the proof of Theorem 9.1.3 by Breuillard and Green, Helfgott [39, 40] had

used sum–product results over finite fields when studying approximate

subgroups of SL2(Fp) and SL3(Fp). On the other hand, in generalising

Helfgott’s work to higher dimensions, Breuillard, Green and Tao [16] do

not use any sum–product results; in fact, they recover a sum–product

result over Fp from their work [16, Theorem 2.7].

We refer the reader to [63] for a general introduction to the sum–

product phenomenon.

The proof of Theorem 9.2.1 relies on the geometry of the complex

plane, via the following results.

Lemma 9.2.2 Let a, b, c be the lengths of the sides of a Euclidean

triangle, and write α, β, γ, respectively, for the interior angles opposite

those sides. Suppose that α ≤ β ≤ γ. Then a ≤ b ≤ c.

Proof By the sine rule it suffices to show that sinα ≤ sinβ ≤ sin γ.

If γ ≤ π/2 this is immediate, since sin is increasing on [0, π/2]. On the

other hand, if γ > π/2 then we have α ≤ β < π − γ < π/2, and so

sinα ≤ sinβ < sin(π − γ) = sin γ.
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In the next two lemmas, given z ∈ C and r > 0 we write D(z, r) =

{ω ∈ C : |z − ω| < r}, the open disc of radius r centred at z ∈ C, and

D(z, r) = {ω ∈ C : |z − ω| ≤ r}, the closed disc.

Lemma 9.2.3 Suppose that z1, . . . , zk ∈ C and r1, . . . , rk > 0 are such

that the discs D(zi, ri) satisfy

zi /∈ D(zj , rj) (i 6= j) (9.2.1)

and
k⋂
i=1

D(zi, ri) 6= ∅. (9.2.2)

Then k ≤ 7.

Proof By (9.2.2) we may fix x ∈
⋂k
i=1D(zi, ri). We first prove the

lemma in the special case where zi 6= x for every i. In that case, for

notational convenience we may relabel the zi so that arg(zi − x) is non-

decreasing in i. We then consider the suffices of the zi as integers modulo

k, so that zk+1 = z1. The assumption (9.2.1) then implies that |zi −
zi+1| ≥ |zi − x|, |zi+1 − x| for every i, and so Lemma 9.2.2 implies that

arg(zi+1 − x)− arg(zi − x) ≥ π/3 for every i. It follows that k ≤ 6.

If zi = x for some i then removing zi and ri from the lists under

consideration decreases k by at most 1 without violating the hypothesis

of the lemma, and so the special case of the previous paragraph implies

that k − 1 ≤ 6, and hence k ≤ 7, as required.

Lemma 9.2.4 Let U, V,W ⊂ C be finite sets and suppose that 0 /∈ W
and |U | ≥ 2. Fix v ∈ V and w ∈ W , and for each u ∈ U fix an element

n(u) ∈ U \ {u} that minimises |u − n(u)| (thus n(u) is the ‘nearest

neighbour’ to u in U). Then∑
u∈U

∣∣{x ∈ U + V : |(u+ v)− x| ≤ |u− n(u)|
}∣∣ ≤ 7|U + V | (9.2.3)

and ∑
u∈U

∣∣{x ∈ UW : |uw − x| ≤ |uw − n(u)w|
}∣∣ ≤ 7|UW |. (9.2.4)

Proof For each u ∈ U we have D(u, |u − n(u)|) ∩ U = {u}, and so

Lemma 9.2.3 implies that any given x ∈ C satisfies x ∈ D(u, |u− n(u)|)
for at most seven distinct u ∈ U . Translating by v or dilating by w, this

means that every point x ∈ C satisfies x ∈ D(u + v, |u − n(u)|) for at

most seven distinct u ∈ U , and satisfies x ∈ D(uw,w|u − n(u)|) for at
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most seven distinct u ∈ U . This means in particular that each x ∈ U+V

contributes 1 to at most seven of the summands in (9.2.3), whilst each

x ∈ UW contributes 1 to at most seven of the summands in (9.2.4), and

the lemma is proved.

Proof of Theorem 9.2.1 If |U | = 1 then |U + V ||UW | = |V ||W | and

the theorem holds, so we may assume that |U | ≥ 2. Set W0 = W \ {0},
noting that

1
2 |W | ≤ |W0| ≤ |W |. (9.2.5)

For each u ∈ U fix an element n(u) ∈ U \ {u} that minimises |u−n(u)|,
as in the hypothesis of Lemma 9.2.4.

We first note that for each v ∈ V at least three quarters of the elements

u ∈ U satisfy∣∣{x ∈ U + V : |(u+ v)− x| ≤ |u− n(u)|
}∣∣ ≤ 28|U + V |

|U |
, (9.2.6)

since if more than a quarter of them violated this inequality then their

contributions to the sum (9.2.3) would total more than 6|U+V | and con-

tradict Lemma 9.2.4. Similarly, for each w ∈ W0 at least three quarters

of the elements u ∈ U satisfy∣∣{x ∈ UW0 : |uw − x| ≤ |uw − n(u)w|
}∣∣ ≤ 28|UW |

|U |
. (9.2.7)

In particular, there are at least 1
2 |U ||V ||W0| triples (u, v, w) ∈ U×V ×W0

satisfying both (9.2.6) and (9.2.7). On the other hand, every such triple

is uniquely determined by the quadruple (u + v, n(u) + v, uw, n(u)w),

since we can recover w by noting that

w =
uw − n(u)w

(u+ v)− (n(u) + v)
,

and then, since w 6= 0, we can immediately recover u and v. For such a

quadruple there are at most |U + V | possibilities for the first element,

and then by (9.2.6) the second element must be one of the 28|U+V |/|U |
elements of U+V that are closest to the first element. Similarly, there are

at most |UW0| possibilities for the third element, and then the fourth

element must be one of the 28|UW0|/|U | elements of UW0 that are

closest to the third element. In particular, there are at most

282|U + V |2|UW0|2

|U |2
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quadruples (u+ v, u′+ v, uw, u′w) with u ∈ U , v ∈ V and w ∈W0 satis-

fying both (9.2.6) and (9.2.7), and hence at most that number of triples

(u, v, w) ∈ U × V ×W0 satisfying both (9.2.6) and (9.2.7). Comparing

this to the lower bound we had previously, this implies that

282|U + V |2|UW0|2

|U |2
≥ |U ||V ||W0|

2
,

and hence

|U + V ||UW | ≥ |U + V ||UW0|

≥ |U |
3/2|V |1/2|W0|1/2

28
√

2

≥ |U |
3/2|V |1/2|W |1/2

56

by (9.2.5), as required.

9.3 Complex Upper-Triangular Groups

In this section we complete the proof of Proposition 9.1.5, essentially

following Breuillard and Green [13].

Proof of Proposition 9.1.5 The case n = 1 is trivial because Upp1(C) ∼=
C× is abelian, so we may assume n ≥ 2 and proceed by induction.

To perform the inductive step we define two homomorphisms π1, π2 :

Uppn(C)→ Uppn−1(C) projecting to the following submatrices:



x11 x12 . . . x1(n−1) x1n

0 x22 . . . x2(n−1) x2n

...
...

. . .
...

...
0 0 . . . x(n−1)(n−1) x(n−1)n

0 0 . . . 0 xnn

 .
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Thus

π1


x11 x12 . . . x1(n−1) x1n

x22 . . . x2(n−1) x2n

. . .
...

...
x(n−1)(n−1) x(n−1)n

xnn



=


x11 x12 . . . x1(n−1)

x22 . . . x2(n−1)

. . .
...

x(n−1)(n−1)


and

π2


x11 x12 . . . x1(n−1) x1n

x22 . . . x2(n−1) x2n

. . .
...

...
x(n−1)(n−1) x(n−1)n

xnn



=


x22 . . . x2(n−1) x2n

. . .
...

...

x(n−1)(n−1) x(n−1)n

xnn

 .

Since π(A) is a K-approximate group, by the induction hypothesis there

is a nilpotent subgroup N1 < Uppn−1(C) of step at most n−1 and some

k = kn such that |π1(A)k ∩ N1| ≥ K−On(1)|π1(A)|. Lemma 6.2.2 then

implies that

|Ak+2 ∩ π−1
1 (N1)| ≥ K−On(1)|A|. (9.3.1)

The set Ak+2 ∩ π−1
1 (N1) is a KOn(1)-group by Proposition 2.6.5, and

hence so is π2(Ak+2∩π−1
1 (N1)). Applying the induction hypothesis again

we conclude that there exists a nilpotent subgroup N2 < Uppn−1(C) of

step at most n− 1 such that∣∣∣π2

(
Ak

2+2k ∩ π−1
1 (N1)

)
∩N2

∣∣∣ ≥ K−On(1)
∣∣π2

(
Ak+2 ∩ π−1

1 (N1)
)∣∣ .

Applying Lemma 6.2.2 again then implies that

|Ak
2+2k+2 ∩ π−1

1 (N1) ∩ π−1
2 (N2)| ≥ K−On(1)|Ak+2 ∩ π−1

1 (N1)|

≥ K−On(1)|A|
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by (9.3.1). Writing B = Ak
2+2k+2 ∩ π−1

1 (N1) ∩ π−1
2 (N2), we therefore

have

B ⊂ AOn(1) (9.3.2)

and

|B| ≥ K−On(1)|A|. (9.3.3)

Moreover, B is a KOn(1)-group by Proposition 2.6.5.

Since B ⊂ π−1
1 (N1) ∩ π−1

2 (N2) and both N1 and N2 are (n − 1)-step

nilpotent we have [〈B〉, . . . , 〈B〉]n ⊂ kerπ1 ∩ kerπ2 by Corollary 5.2.9.

Given λ ∈ C, write mλ ∈ Uppn(C) for the matrix

mλ =


1 0 . . . 0 λ

0 1 . . . 0 0
...

...
. . .

...
...

0 0 . . . 1 0

0 0 . . . 0 1

 .

Note that

mµmλ = mµ+λ (9.3.4)

for every µ, λ ∈ C, and hence that the set Z = {mλ : λ ∈ C} forms

a subgroup. Alternatively, this follows from the observation that Z =

kerπ1 ∩ kerπ2, which also implies that

[〈B〉, . . . , 〈B〉]n ⊂ Z. (9.3.5)

Writing M for the length of the commutator [b1, . . . , bn] as a word in

the bi, we therefore have

[B, . . . , B]n ⊂ BM ∩ Z. (9.3.6)

Writing S = {λ ∈ C : mλ ∈ BM ∩ Z}, it follows from (9.3.4) that

B2M ∩ Z ⊃ {mλ : λ ∈ S + S}. (9.3.7)

Defining a homomorphism τ : Uppn(C)→ C× via

τ

 x11 . . . x1n

...
. . .

...

0 . . . xnn

 =
x11

xnn
,

we have

xmλx
−1 = mτ(x)·λ (9.3.8)
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for every x ∈ Uppn(C) and λ ∈ C, and hence

BM+2 ∩ Z ⊃ {mλ : λ ∈ τ(B) · S}. (9.3.9)

Combining (9.3.7) and (9.3.9) (and noting that M ≥ 2, since n ≥ 2), we

conclude that

|B2M ∩ Z| ≥ max{|S + S|, |τ(B) · S|}. (9.3.10)

We now claim that there exists a nilpotent group N of step at most

n such that

|B2 ∩N | ≥ K−On(1)|B|. (9.3.11)

If S = {0} then 〈B〉 is nilpotent of step at most n − 1 by (9.3.6) and

Lemma 5.2.3, and the claim is trivial. We may therefore assume that

S 6= {0}. Since 0 /∈ τ(Uppn(C)) by definition, we also have τ(B) 6= {0}.
We may therefore apply Theorem 9.2.1 with U = V = S and W =

τ(B) to conclude that |S + S||τ(B) · S| � |S|2|τ(B)|1/2, and hence

that max{|S + S|, |τ(B) · S|} � |S||τ(B)|1/4. Since |S| = |BM ∩ Z| by

definition, this combines with (9.3.10) to imply that

|B2M ∩ Z| � |τ(B)|1/4|BM ∩ Z|.

Since B is a KOn(1)-approximate group, Proposition 2.6.5 therefore im-

plies that |τ(B)| ≤ KOn(1), and so Lemma 2.6.2 implies that

|B2 ∩ ker τ | ≥ K−On(1)|B|. (9.3.12)

It follows from (9.3.8) that ker τ commutes with Z, and so (9.3.5) implies

that for every x ∈ ker τ and b1, . . . , bn ∈ B2 we have [b1, . . . , bn, x] = 1. In

particular, for every b1, . . . , bn+1 ∈ B2∩ker τ we have [b1, . . . , bn+1] = 1,

and so by Lemma 5.2.3 B2 ∩ ker τ generates an n-step nilpotent group,

say N . It then follows from (9.3.12) that N satisfies (9.3.11) as claimed.

The proposition then follows from (9.3.2) and (9.3.3).

9.A Representation Theory

In this appendix we give a self-contained proof of Theorem 9.1.4, follow-

ing Wehrfritz [75] but simplifying matters by restricting certain results

to the complex field. The proof uses a certain amount of representation

theory, and in this section we introduce that theory; in the next section

we apply it to prove Theorem 9.1.4.

We start with some basic terminology.
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Definition 9.A.1 (representation) Given a group G and a vector space

V , a representation of G on V is a homomorphism ρ : G→ GL(V ). The

dimension of V is called the degree of the representation. A represen-

tation ρ is said to be faithful if ker ρ = {1}. If U is a vector subspace

of V that is invariant under G in the sense that ρ(G)(U) = U then the

representation ρU defined by ρU (g) = ρ(g)|U is said to be a subrepresen-

tation of ρ. If the only subrepresentation of ρ is ρ itself then ρ is said to

be irreducible. If V can be decomposed as a direct sum of G-invariant

subspaces then ρ is said to be completely reducible, and its irreducible

subrepresentations are called its irreducible components.

Definition 9.A.2 (homomorphism of representations) Let V,W be

vector spaces over the same field, and suppose ρ1 : G → GL(V ) and

ρ2 : G→ GL(W ) are two representations of the same group G. A linear

map ϕ : V → W is said to be a homomorphism of representations, or

just a homomorphism, from ρ1 to ρ2 if

ϕ ◦ ρ1(g) = ρ2(g) ◦ ϕ

for every g ∈ G. If ϕ is bijective then it is said to be an isomorphism.

We write Hom(ρ1, ρ2) for the space of all such homomorphisms of rep-

resentations.

Note that a group is linear if and only if it admits a faithful represen-

tation. If G is actually a subgroup of GL(V ) then we often say that G

itself is ‘completely reducible’ or ‘irreducible’ to mean that the inclusion

representation

ιG : G ↪→ GL(V )

g 7→ g

is completely reducible or irreducible. For a given representation ρ of G

we also occasionally say that G ‘acts irreducibly via ρ’ to mean that ρ is

irreducible; if it is clear from the context what ρ is then we sometimes

drop the ‘via ρ’.

In the proof of Theorem 9.1.4 we need only consider complex represen-

tations, which is to say representations on complex vector spaces, and

so in much of what we present here we restrict to that case. The reader

can find fully general versions of this material in Wehrfritz [75].

Breaking a representation into irreducible components can be thought

of as similar in spirit to diagonalising a matrix. Indeed, it is a simple

exercise to check that complete reducibility of a representation ρ : G→
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GLn(K) is equivalent to the existence of irreducible representations ρi :

G → GLni(K) for some n1, . . . , nr with n1 + · · · + nr = n and a linear

map α ∈ GLn(K) such that

α−1ρ(g)α =

 ρ1(g) 0
. . .

0 ρr(g)

 (9.A.1)

for every g ∈ G. Of course, not all matrices are diagonalisable, and it

turns out that neither are all representations completely reducible. In-

deed, the former statement gives an easy way to verify the latter, since it

is not hard to check that if the matrix M ∈ GLn(C) is not diagonalisable

then the representation ρ : Z → GLn(C) defined by setting ρ(n) = Mn

is not completely reducible.

Nonetheless, it is well known and often very convenient that even if a

complex matrix is not diagonalisable it is always upper-triangularisable.

The following simple lemma can be thought of as an analogue of this

fact: it shows that even if a representation is not completely reducible –

that is to say, not ‘diagonalisable’ in the sense of (9.A.1) – it is at least

‘upper-triangularisable’ in the following sense.

Lemma 9.A.3 Let G be a group, let K be a field and let ρ : G →
GLn(K) be a representation of G. Then there exist α ∈ GLn(K) and

irreducible representations ρi : G → GLni(K) for some n1, . . . , nr with

n1 + · · ·+ nr = n such that

α−1ρ(g)α =

 ρ1(g) ∗
. . .

0 ρr(g)


for every g ∈ G.

Proof Write e1, . . . , en for the standard basis of Kn. If ρ is irreducible

then the lemma holds with r = 1, so we may assume that there is

a G-invariant subspace U of dimension n1 with 0 < n1 < n. Fix a

basis b1, . . . , bn1
, and define ρ1 : G → GLn1

(K) by mapping each g to

the matrix that represents ρ(g)|U with respect to this basis. Extending

b1, . . . , bn1
to a basis b1, . . . , bn for GLn(K), and defining α0 to be the

linear map taking each ei 7→ bi, we have

α−1
0 ρ(g)α0 =

(
ρ1(g) ∗

0 θ(g)

)
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for some map θ : G→ GLn−n1
(K). However, it is easy to verify that θ is

a homomorphism, and hence a representation of G of degree n−n1 < n,

and so the lemma follows by induction on n.

There is therefore an extent to which even representations that are

not completely reducible can nonetheless be understood in terms of ir-

reducible representations. Indeed, this approach will be critical in our

eventual proof of Theorem 9.1.4. With this in mind, we spend the next

few paragraphs introducing some of the basic theory of irreducible repre-

sentations, starting with one of the fundamental results of representation

theory: Schur’s lemma.

Lemma 9.A.4 (Schur) Let G be a group, let V,W be vector spaces

over the same field K, and let ρ : G → GL(V ) and π : G → GL(W ) be

irreducible representations of G. Then

(i) every homomorphism of representations from ρ to π is either 0 or

an isomorphism; and

(ii) if K is algebraically closed (in particular, if K = C) then every

homomorphism of representations from ρ to itself is a scalar mul-

tiple of the identity.

Proof

(i) If ϕ is a homomorphism from ρ to π then kerϕ is a subrepresenta-

tion of ρ and ϕ(V ) is a subrepresentation of π. The irreducibility of

ρ and π therefore implies that either kerϕ = {0} and ϕ(V ) = W ,

in which case ϕ is an isomorphism, or ϕ(V ) = {0}, in which case

ϕ = 0.

(ii) Since K is algebraically closed, ϕ : V → V has an eigenvalue λ. It

follows that ϕ−λ ·1 is not invertible, and so must be 0 by part (i).

Given a complex vector space V , we use the notation C · 1 to mean

the subgroup of GL(V ) consisting of scalar multiples of the identity.

Corollary 9.A.5 Let G be a group and let ρ : G → GLn(C) be an

irreducible representation. Then ρ(Z(G)) ⊂ C · 1.

Proof Given an arbitrary z ∈ Z(G) we have ρ(z) ◦ ρ(g) = ρ(g)ρ(z)

for every g ∈ G by definition of the centre. It follows that ρ(z) is a

homomorphism of representations from ρ to itself, and so it is a scalar

multiple of the identity by Lemma 9.A.4 (ii).
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Corollary 9.A.6 Every irreducible complex representation of a finite

abelian group has dimension 1.

Note therefore that the irreducible representations of a finite abelian

group G are precisely the Fourier characters ζγ : G → C× defined in

Section 4.2.

The next lemma is trivial, but we record it for ease of later reference.

Lemma 9.A.7 Let G be a group, let ρ : G→ GL(V ) be a representa-

tion of G, and let U,W be invariant subspaces of V for ρ. Then U ∩W
is also an invariant subspace. In particular, if U and W are irreducible

then either U = W or U ∩W = {0}.

The next result, which is one part of a more extensive theorem of

Clifford, looks at what happens when we restrict an irreducible repre-

sentation to a normal subgroup.

Lemma 9.A.8 (Clifford) Let G be a group, let ρ : G→ GL(V ) be an

irreducible representation, and let H C G be a normal subgroup of G.

Then the restriction ρ|H : H → GL(V ) is completely reducible, and all

of its irreducible subrepresentations have the same kernel in H.

Proof Let U be an irreducible subspace of V for ρ|H , noting that∑
g∈G ρ(g)(U) is an invariant subspace of V for ρ, and hence that∑

g∈G
ρ(g)(U) = V (9.A.2)

by the irreducibility of V . The invariance of U for ρ|H and the normality

of H imply that for every g ∈ G and h ∈ H we have

ρ(h)ρ(g)U = ρ(g)ρ(hg)U

⊂ ρ(g)U,

and so ρ(g)U is also irreducible for ρ|H . It therefore follows from (9.A.2)

that V is spanned by subspaces that are irreducible for ρ|H , and so the

last part of Lemma 9.A.7 implies that ρ|H is a direct sum of finitely

many irreducible representations

ρg : H → ρ(g)(U)

h 7→ ρ(h)|ρ(g)(U),

as required. To see that these all have the same kernel, note that for
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u ∈ U , h ∈ H and g ∈ G we have ρ(h)ρ(g)u = ρ(g)ρ(hg)u, so that

h ∈ ker(ρg) ⇐⇒ hg ∈ ker(ρ1)

⇐⇒ h ∈ ker(ρ1).

We now move on to discuss another way of decomposing representa-

tions into direct sums of smaller subspaces: systems of imprimitivity.

Definition 9.A.9 (system of imprimitivity) Given a representation ρ :

G→ GL(V ) of a group G in a vector space V , a system of imprimitivity

for ρ is a set {V1, . . . , Vr} of non-trivial subspaces of V such that V =

V1⊕· · ·⊕Vr and such that for every i ∈ [r] and every g ∈ G there exists

j such ρ(g)(Vi) = Vj . In this set-up, the singleton {V } consisting only of

the space V itself is always a system of imprimitivity for ρ. If there are

no other systems of imprimitivity for ρ then ρ is said to be primitive;

otherwise, ρ is said to be imprimitive.

As with irreducibility, if G is a subgroup of GL(V ) then we often say

that {V1, . . . , Vr} is a system of imprimitivity for G if it is a system of

imprimitivity for the inclusion representation ιG : G ↪→ GL(V ); we also

often say that G is primitive or imprimitive if ιG is. Likewise, for a given

representation ρ of G, we occasionally say that G ‘acts primitively via

ρ’ to mean that ρ is primitive, and if it is clear from the context what ρ

is then we often drop the ‘via ρ’.

Lemma 9.A.10 Let G be a group and let ρ : G → GL(V ) be an

irreducible representation. Suppose that {V1, . . . , Vr} is a system of im-

primitivity for ρ. Then ρ(G) acts transitively on {V1, . . . , Vr}.

Proof The space
∑
g∈G ρ(g)(V1) is a non-zero invariant subspace of V

for ρ, so is equal to V by irreducibility.

Given a representation ρ : G → GL(V ) of a group G and a subspace

W < V , we define

NG(W ) = {g ∈ G : ρ(g)(W ) = W}

and

CG(W ) = {g ∈ G : ρ(g)(w) = w for every w ∈W}.

If G < GL(V ) then unless otherwise stated we take ρ to be the inclusion

representation in these definitions.
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Lemma 9.A.11 Let G be a subgroup of GL(V ) and let V1, . . . , Vr be

a system of imprimitivity for G. Then N =
⋂r
i=1NG(Vi) is a normal

subgroup of G and satisfies [G : N ] ≤ r!.

Proof The action of G on the subspaces Vi defines a homomorphism of

G into the symmetric group on [r], of which N is the kernel.

A system of imprimitivity {V1, . . . , Vr} for a representation ρ is said

to be minimal if Nρ(Vi) acts primitively on Vi via ρ for every i.

Lemma 9.A.12 Let G be a group, and let ρ : G → GL(V ) be an

irreducible representation. Suppose that {V1, . . . , Vr} is a system of im-

primitivity for G in V , and for each i, j ∈ [r] let gi,j ∈ G be such that

ρ(gi,j)(Vi) = Vj (the elements gi,j exist by Lemma 9.A.10). Then the

following hold.

(i) The restriction of ρ to NG(Vi) is irreducible on Vi.

(ii) If {W1, . . . ,Wt} is a system of imprimitivity for NG(Vi) in Vi then

{ρ(gi,j)(W`) : j ∈ [r], ` ∈ [t]} is a system of imprimitivity for G

in V . In particular, if ρ is of finite degree then G has a minimal

system of imprimitivity in V .

Proof First note that given g ∈ G and i, j ∈ [r] there exists k = k(g, i, j)

such that ρ(ggi,j)(Vi) = Vk by definition of a system of imprimitivity,

and hence

ρ(g−1
i,k ggi,j) ∈ NG(Vi). (9.A.3)

We now prove the two conclusions of the lemma.

(i) We need to show that an arbitrary non-zero NG(Vi)-invariant sub-

space of Ui < Vi is equal to Vi. Given g ∈ G and j ∈ [r], (9.A.3)

implies in particular that ρ(g−1
i,k ggi,j)(Ui) ⊂ Ui, and hence that

ρ(ggi,j)(Ui) ⊂ ρ(gi,k)(Ui). It follows that
∑r
j=1 ρ(gi,j)(Ui) is a non-

zero G-invariant subspace of V , and hence equal to V , which is only

possible if Ui = Vi, as required.

(ii) Given j ∈ [r] and ` ∈ [t], (9.A.3) implies that for g ∈ G there exists

m such that ρ(g−1
i,k ggi,j)(W`) = Wm, and hence ρ(g)(ρ(gi,j)(W`)) =

ρ(gi,k)(Wm).

Lemma 9.A.13 Let G be an irreducible subgroup of GLn(C), and sup-

pose that A is an abelian normal subgroup of G. Then A is simultaneously
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diagonalisable and G permutes the eigenspaces of A. In particular, the

eigenspaces of A form a system of imprimitivity for G.

Proof Since A is abelian, all of its irreducible subrepresentations have

dimension 1 by Corollary 9.A.6. Lemma 9.A.8 implies that A is com-

pletely reducible, and so A is simultaneously diagonalisable, as required.

Now suppose that V is an eigenspace for A, so that there exists a

function λ : A → C such that a(V ) = λ(a)V for every a ∈ A, and

let g ∈ G. It remains to show that g(V ) is also an eigenspace for A.

However, this follows from the normality of A, since for every a ∈ A we

have ag(V ) = g(λ(ag)V ) = λ(ag)g(V ).

Lemma 9.A.13 immediately implies the following result.

Corollary 9.A.14 (Blichfeldt) Let G be a primitive irreducible sub-

group of GLn(C), and suppose that A is an abelian normal subgroup of

G. Then A ⊂ C · 1.

Corollary 9.A.15 Let G be a primitive irreducible subgroup of GLn(C).

Then Z(G) is the unique maximal abelian normal subgroup of G.

9.B The Structure of Soluble Linear Groups

In this section we prove Theorem 9.1.4, following Wehrfritz’s book [75].

The main ingredient is the following proposition.

Proposition 9.B.1 Let G be an irreducible soluble subgroup of GLn(C).

Then G contains a normal abelian subgroup of index n!((n2)!n2)n.

The reader should not attach too much importance to the precise form

of the bound n!((n2)!n2)n, which we make no attempt to optimise. The

key point is that it depends only on n.

We first prove Proposition 9.B.1 in the primitive case, as follows.

Proposition 9.B.2 Let G be a primitive irreducible soluble subgroup

of GLn(C) and let A be a normal subgroup of G that is maximal with

respect to the condition that A/Z(G) is abelian. Then [A : Z(G)] ≤ n2

and [G : A] ≤ (n2)!. In particular, [G : Z(G)] ≤ (n2)!n2.

The group A in Proposition 9.B.2 is automatically 2-step nilpotent,

so the following lemma is a step in the right direction.
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Lemma 9.B.3 Let G be an irreducible 2-step nilpotent subgroup of

GLn(C), and suppose that g1, . . . , gr belong to distinct cosets of Z(G).

Then the matrices gi are linearly independent over C. In particular,

[G : Z(G)] ≤ n2.

Proof Suppose that the matrices g1, . . . , gr are not linearly independent

over C. Reordering if necessary, we may therefore assume that there is

a linear dependency

λ1g1 + · · ·+ λsgs = 0 (9.B.1)

with the minimum number of terms. In particular, each λi 6= 0 and

s ≥ 2.

Since g−1
1 g2 /∈ Z(G) there exists x ∈ G such that [g−1

1 g2, x] 6= 1.

Lemma 5.5.2 and the nilpotence of G therefore imply that [g1, x] 6=
[g2, x]. The nilpotence of G implies that [gi, x] ∈ Z(G) for each i, and

so Corollary 9.A.5 implies that for each i there exists αi ∈ C such that

[gi, x] = αi · 1, with α1 6= α2 by the definition of x. Rewriting [gi, x] as

g−1
i gxi , we have g−1

i gxi = αi · 1, and hence

gxi = αigi (9.B.2)

for each i.

Now (9.B.1) implies in particular that

α1

s∑
i=1

λigi = 0

and
s∑
i=1

λig
x
i = 0,

which combined with (9.B.2) implies that

s∑
i=2

(α1 − αi)λigi = 0.

Since α1 6= α2 and λ2 6= 0, this contradicts the minimality of the number

of terms in (9.B.1). It follows that the matrices g1, . . . , gr are indeed

linearly independent, as required.

Proof of Proposition 9.B.2 Abbreviate Z = Z(G). Since Z(A) is char-

acteristic in A, Lemma 1.5.2 implies that it is normal in G. Since it is
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also abelian, Corollary 9.A.14 therefore implies that Z(A) ⊂ Z. Since

Z ⊂ Z(A), we conclude that

Z(A) = Z. (9.B.3)

Now it follows from Lemma 9.A.8 that A is completely reducible into

irreducible subrepresentations ρ1, . . . , ρr, say, all of whose kernels are

equal. Spelling out the equality of their kernels explicitly, if ρi(g) = 1

for some i then ρj(g) = 1 for all j, and hence g = 1, and so it follows

that the representations ρi are faithful. In particular, the subgroup A has

a faithful irreducible representation of degree at most n. The fact that

A/Z(G) is abelian implies that A is 2-step nilpotent, and so Lemma 9.B.3

implies that [A : Z(A)] ≤ n2. Combined with (9.B.3), this implies that

[A : Z] ≤ n2, (9.B.4)

as required.

We now claim that, more than (9.B.3), we actually have

CG(A) = Z. (9.B.5)

If, on the contrary, CG(A) 6= Z then since CG(A) is soluble we may

let H be the smallest term in the derived series of CG(A) that is not

contained in Z. We then have H C G by Lemmas 1.5.2 and 1.5.3, and

HZ/Z abelian. It then follows that HA is a normal subgroup of G, and

then since A/Z and HZ/Z are both abelian and H ⊂ CG(A) it follows

that HA/Z is abelian. By maximality of A we therefore have H ⊂ A; in

particular, since H ⊂ CG(A) by definition we have H ⊂ Z(A). However,

by (9.B.3) this contradicts the definition of H as not being contained in

Z. It must, therefore, indeed be the case that (9.B.5) holds, as claimed.

Finally, we claim that A = CG/Z(A). To see this, note that for every

x ∈ A and c ∈ CG/Z(A), the commutator [x, c] lies in Z by definition. It

therefore follows from Lemma 5.5.3 that the map A× CG/Z(A) defined

by (x, c) 7→ [x, c] is a homomorphism in each variable. This implies that

for each c ∈ CG/Z(A) the map

ϕc : A/Z → Z

xZ 7→ [x, c]

is a homomorphism, and then that the map

ψ : CG/Z(A)→ Hom(A/Z,Z)

c 7→ ϕc
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is a homomorphism. Since G is irreducible, Corollary 9.A.5 implies that

Z is isomorphic to a subgroup of C×, and so ψ induces a homomor-

phism CG/Z(A) → Hom(A/Z,C×). However, since A/Z is finite, ev-

ery element of Hom(A/Z,C×) has its image in the unit circle, and so

Hom(A/Z,C×) is isomorphic to the dual group Â/Z and ψ in fact defines

a homomorphism CG/Z(A) → Â/Z. The kernel of this homomorphism

is precisely Z by (9.B.5), and so ψ induces an injective homomorphism

CG/Z(A)/Z → Â/Z. Since A/Z is finite by (9.B.4), it follows from (4.2.2)

that |CG/Z(A)/Z| ≤ |A/Z|. Since A ⊂ CG/Z(A) by definition of A, it fol-

lows that A = CG/Z(A), as claimed. This implies in particular that A is

the kernel of the action of G on A/Z, and hence that G/A is isomorphic

to a subgroup of Aut (A/Z). By (9.B.4), this implies that [G : A] ≤ (n2)!,

as required, and the proposition is proved.

Proof of Proposition 9.B.1 By Lemma 9.A.12 (ii) there exists a mini-

mal system of imprimitivity V1, . . . , Vr for G. By definition each NG(Vi)

acts primitively on Vi, and by Lemma 9.A.12 (i) it also acts irreducibly

on Vi. The quotient NG(Vi)/CNG(Vi)(Vi) therefore acts primitively, irre-

ducibly and faithfully on Vi, and so its centre has index at most (n2)!n2

by Proposition 9.B.2.

Define

N =

r⋂
i=1

NG(Vi),

noting that N is a normal subgroup of G satisfying

[G : N ] ≤ r! ≤ n! (9.B.6)

by Lemma 9.A.11. The normality of N and Lemma 1.5.2 imply that the

centre Z(N) is an abelian normal subgroup of G. We claim, in addition,

that

[N : Z(N)] ≤ ((n2)!n2)n, (9.B.7)

which will combine with (9.B.6) to prove the proposition.

To prove (9.B.7), first define Ai to be the pullback to NG(Vi) of the

centre of NG(Vi)/CNG(Vi)(Vi), so that

[NG(Vi) : Ai] ≤ (n2)!n2. (9.B.8)

Next define

A =

r⋂
i=1

Ai,
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noting that

[N : A] ≤ ((n2)!n2)r ≤ ((n2)!n2)n (9.B.9)

by (9.B.8). By definition of Ai, we have [NG(Vi), Ai] ⊂ CNG(Vi)(Vi), and

hence in particular in [NG(Vi), Ai] ⊂ CG(Vi). It follows that

[N,A] ⊂
r⋂
i=1

CG(Vi)

= CG(Cn)

= {1}.

In particular, A ⊂ Z(N). The claim (9.B.7), and hence the proposition,

therefore follow from (9.B.9).

Proof of Theorem 9.1.4 By Lemma 9.A.3 there exist α ∈ GLn(C) and

irreducible representations ρi : G → GLni(K) for some n1, . . . , nr with

n1 + · · ·+ nr = n such that

α−1gα =

 ρ1(g) ∗
. . .

0 ρr(g)


for every g ∈ G. Proposition 9.B.1 implies that each group ρi(G) con-

tains an abelian normal subgroup Ai of index at most n!((n2)!n2)n. The

irreducibility of ρi and the normality of Ai combine with Lemma 9.A.8

to imply that Ai is completely reducible, and then Corollary 9.A.5 im-

plies that Ai is diagonalisable as a subgroup of GLni(C). The normal

subgroup H of G defined by

H =

r⋂
i=1

ρ−1
i (Ai)

is therefore upper-triangularisable, and since each subgroup Ai has index

n!((n2)!n2)n in ρi(G), this upper-triangularisable subgroup has index at

most n!n((n2)!n2)n
2

in G, and the theorem is proved.

Exercises

9.1 Show that a finite soluble subgroup H of GLn(C) has an abelian

subgroup of index at most On(1). Hint: First check that the com-

mutator subgroup of Uppn(C) has no torsion, and then use this to

show that a finite subgroup of Uppn(C) is abelian.
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9.2 Given a ∈ C× and b ∈ C, define the map fa,b : C→ C via fa,b(z) =

az + b. Let G = {fa,b : a ∈ C×, b ∈ C} be the group of these

maps under composition. Write π : G→ G/[G,G] for the quotient

homomorphism.

(a) Verify that G is indeed a group.

(b) Show that [G,G] ∼= (C,+) and G/[G,G] ∼= C×. For a given

fa,b ∈ G, write π(fa,b) ∈ C× under this identification ex-

plicitly in terms of a and b. Hint: First check that fa,b ◦
fa′,b′ = faa′,x for some x depending on a, a′, b, b′, and that

[fa,1, f1,b] = f1,b(1−a−1). Then identify {[f, g] : f, g ∈ G}, the

set of commutators in G.

(c) LetK ≥ 2, and suppose that A ⊂ G is a finiteK-approximate

group generating a non-abelian subgroup of G. Show that

|π(A)| ≤ KO(1). Hint: First check that fa,b◦f1,c◦f−1
a,b = f1,ac.

(d) Deduce that if A ⊂ G is a finite K-approximate group gen-

erating a non-abelian subgroup of G then there is an abelian

progression P of size at most exp(KO(1))|A| and rank at

most KO(1) such that A is covered by at most KO(1) left

translates of P .

9.3 Let K ≥ 2. Let G < GLn(C) be a soluble subgroup, and suppose

that A ⊂ G is a finite K-approximate group.

(a) Show that there is a finite subgroup H and a nilprogression

Pnil of rank at most KOn(1) such that 〈HPnil〉 is nilpotent

of step at most n, such that A is contained in the union

of at most KOn(1) left translates of HPnil, and such that

|HPnil| ≤ exp(KOn(1))|A|.
(b) There is a folklore result stating that if N is a nilpotent sub-

group of Uppn(C) then there is a torsion-free nilpotent group

Γ of the same step as N such that N is isomorphic to a sub-

group of (Rn/Zn) × Γ. Use this result to show that we may

take H = {1} in (a). Hint: Identify a finite-index subgroup of

〈HPnil〉 with a subgroup of (Rn/Zn)×Γ. Show that A is con-

tained in a union of at most KOn(1) left translates of an ap-

proximate subgroup B ⊂ [− 1
8 ,

1
8 ]n×Γ, and exhibit a Freiman

3-homomorphism from B to the torsion-free nilpotent group

Rn × Γ.



Exercises 169

9.4 Let G be a completely reducible soluble subgroup of GLn(C). Show

that G contains a normal abelian subgroup of index On(1). This

generalises Proposition 9.B.1 to completely reducible soluble sub-

groups of GLn(C).

9.5 Show that if G ⊂ GLn(C) is irreducible then Z(G) is cyclic.
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Arbitrary Approximate Subgroups of
GLn(C)

10.1 Introduction

The main aim of this chapter is to generalise Theorem 9.1.3 to arbitrary

approximate subgroups of GLn(C), as follows.

Theorem 10.1.1 Let K ≥ 2, and suppose that A ⊂ GLn(C) is a finite

K-approximate group. Then there is a nilpotent subgroup N < G of step

at most n such that A is contained in a union of at most exp(KOn(logK))

left cosets of N .

Remark 10.1.2 The assumption K ≥ 2 is for notational convenience,

as described in Remark 6.1.2. For K < 2, a K-approximate group is an

exact group, and in that case Theorem 10.1.1 reduces to a well-known

theorem of Jordan stating that a finite subgroup of GLn(C) contains an

abelian subgroup of index at most On(1). Theorem 10.1.1 can thus be

seen as an approximate-group analogue of Jordan’s theorem.

We reduce Theorem 10.1.1 to Theorem 9.1.3 by showing that A is

contained in the union of at most exp(KOn(logK)) left translates of a

K3-approximate group B ⊂ A2 that generates a soluble subgroup of

GLn(C). This reduction was first proved by Hrushovski [42] with in-

effective bounds, and then proved with partially effective bounds by

Breuillard, Green and Tao [16] and then with effective bounds by Pyber

and Szabó [49]. Here we present yet another proof, also due to Breuillard,

Green and Tao [17].

Unlike almost all of the other results we prove in this book, we do not

offer a self-contained proof of Theorem 10.1.1. In particular, in reduc-

ing Theorem 10.1.1 to Theorem 9.1.3 we rely on a substantial result of

Breuillard called the uniform Tits alternative, which we state below as

Theorem 10.2.2. We also assume a result of Mal’cev and Platonov, which

170
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we state below as Proposition 10.2.1. Assuming these results allows us

to prove Theorem 10.1.1 without developing any algebraic group theory,

which would be far beyond the scope of this book.

One reason for including Theorem 10.1.1 is that it gives the oppor-

tunity to introduce two tools that have uses beyond the proof of the

theorem. The first of these is the Tits alternative itself, which is an im-

portant structural result for linear groups that is also relevant to the

topic of growth that we introduce in Chapter 11. The second is a result

due to Sanders and Croot–Sisask, which also features, for example, in

the proof of Theorem 7.1.1.

10.2 Free Groups and the Uniform Tits Alternative

Our approach to Theorem 10.1.1 is centred on a well-known phenomenon

of linear groups called the Tits alternative. First proved by Tits [71], this

states that either a finitely generated linear group has a soluble subgroup

of finite index or it contains a non-abelian free subgroup. If a group G

has a soluble subgroup of finite index then we call G virtually soluble.

Indeed, more generally, given an adjective P that might be applied to a

group, we say that a group is virtually P if it has a finite-index subgroup

that is P.

The rough idea of the reduction of Theorem 10.1.1 to Theorem 9.1.3

is to show that a large piece of A does not contain any generating set

of a free group, and then apply the Tits alternative to show that this

piece must generate a virtually soluble subgroup and give us some hope

of applying Theorem 9.1.3.

Applying the Tits alternative as stated above presents some problems.

First, we need control over the index of the soluble subgroup in order

for it to be useful. This control is provided by the following result of

Mal’cev and Platonov.

Proposition 10.2.1 (Mal’cev–Platonov [75, Corollary 10.11]) Let G

be a virtually soluble subgroup of GLn(C). Then G contains a soluble

subgroup H of index On(1).

Remark Combined with Exercise 9.1, Proposition 10.2.1 recovers Jor-

dan’s theorem for finite linear groups (see Remark 10.1.2). We caution,

however, that Jordan’s theorem is an ingredient in the proof of Propo-

sition 10.2.1.
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Second, even if A itself does not contain a generating set of a free

subgroup, in principle it could be that some large powerAm ofA contains

a generating set for a free subgroup, in which case A will not be virtually

soluble. We eliminate this possibility with the following strengthening

of the Tits alternative, due to Breuillard.

Theorem 10.2.2 (uniform Tits alternative; Breuillard [11]) Let A ⊂
GLn(C) be a finite symmetric set containing the identity. Then either

〈A〉 is virtually soluble or AOn(1) contains two generators of a non-

abelian free subgroup of GLn(C).

10.3 Small Neighbourhoods of the Identity

As we invite the reader to show in Exercise 10.1, one consequence of

Theorem 4.1.3 is that if A is a finite symmetric subset of an abelian

group G satisfying |A + A| ≤ K|A|, then for each m ∈ N there exists

a finite symmetric set S ⊂ G containing the identity such that |S| ≥
m−O(KO(1))|A| and mS ⊂ 4A. The following result of Sanders [58] and

Croot and Sisask [23] extends this to sets of small doubling in arbitrary

groups, via an elementary proof that does not use any heavy machinery

along the lines of Theorem 4.1.3.

Proposition 10.3.1 (Sanders; Croot–Sisask) Let A be a finite sym-

metric set containing the identity in a group G, and suppose that |A2| ≤
K|A|. Let m ∈ N. Then there exists a symmetric set S containing the

identity with |S| ≥ exp(−KO(m))|A| such that Sm ⊂ A4.

Proposition 10.3.1 is an ingredient in our proof of Theorem 10.1.1,

but its use goes beyond that as it is also an important ingredient in the

proof of Theorem 7.1.1.

Before we prove Proposition 10.3.1 we record the following simple

lemma.

Lemma 10.3.2 Let X be a set and let n ∈ N. Then we may define a

metric d on the subspaces of X of size n via d(A,B) = |A4B|.

Proof This is double the metric for the graph on the subspaces of X

of size n in which A and B are adjacent if and only if there exist a ∈ A
and x ∈ X such that B = (A \ {a}) ∪ {x}.
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Proof of Proposition 10.3.1 We follow [18, Theorem 5.3]. Define a func-

tion

f : (0, 1]→ R

λ 7→ min

{
|AB|
|A|

: B ⊂ A, |B| ≥ λ|A|
}
,

noting that 1 ≤ f(λ) ≤ K for every λ ∈ (0, 1] because |A2| ≤ K|A|.
We claim that there exists λ ≥ exp(−KO(m)) such that

f

(
λ2

2K

)
≥
(

1− 1

2m

)
f(λ). (10.3.1)

Indeed, letting n be minimal such that (10.3.1) is satisfied for λ =(
1

2K

)2n+1−1
we see that

f

((
1

2K

)2r+1−1
)
≥
(

1− 1

2m

)
f

((
1

2K

)2r−1
)

for every r ≤ n. Since f(1) ≤ K, this in turn implies that

f

((
1

2K

)2n+1−1
)
<

(
1− 1

2m

)n
K,

and since f(λ) ≥ 1 for every λ this forces

n ≤ − logK

log(1− 1
2m )

� m logK,

so that (10.3.1) is satisfied in particular for

λ =

(
1

2K

)2n+1−1

≥ K−2O(m logK)

≥ K−K
O(m log 2)

≥ exp(−KO(m)),

as claimed.

Now fix a set B attaining the minimum in the definition of f(λ); thus

|B| ≥ λ|A| (10.3.2)

and

|AB| = f(λ)|A|. (10.3.3)

Since |Ba| = |B| for every a ∈ A we have
∑
x∈G

∑
a∈A 1Ba(x) = |A||B|.
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However, since Ba ⊂ A2 this sum is only non-zero when x ∈ A2, so we

in fact have ∑
x∈A2

∑
a∈A

1Ba(x) = |A||B|,

which by the Cauchy–Schwarz inequality (1.5.2) implies that

∑
x∈A2

(∑
a∈A

1Ba(x)

)2

≥ |A|
2|B|2

|A2|
. (10.3.4)

Now the left-hand side of (10.3.4) is equal to∑
x∈A2

∑
a,a′∈A

1Ba∩Ba′(x) =
∑

a,a′∈A
|Ba ∩Ba′|,

and so (10.3.4) and the pigeonhole principle imply that there exists a0 ∈
A such that∑

a∈A
|Ba ∩Ba0| ≥

|A||B|2

|A2|
≥ 1

K
|B|2 ≥ λ2|A|2

K
, (10.3.5)

the last inequality following from (10.3.2).

Write

C =

{
a ∈ A : |Ba ∩Ba0| ≥

λ2|A|
2K

}
,

and note that

λ2|A|2

K
≤
∑
a∈C
|Ba ∩Ba0|+

∑
a∈A\C

|Ba ∩Ba0| (by (10.3.5))

≤ |C||B|+ |A|λ
2|A|
2K

≤ |A|
(
|C|+ λ2|A|

2K

)
,

and hence that

|C| ≥ λ2|A|
2K

≥ exp(−KO(m))|A|. (10.3.6)

Set S = a−1
0 C ∪ C−1a0 ∪ {1}, noting that S is symmetric and contains

the identity. We claim that for every s ∈ S we have

|Bs ∩B| ≥ λ2|A|
2K

. (10.3.7)

If s = 1 this is immediate from (10.3.2). If s = a−1a0 for some a ∈ C
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then (Ba∩Ba0)a−1 ⊂ B∩Ba0a
−1 = Bs∩B, and so |Bs∩B| ≥ Ba∩Ba0

and the claim follows from the definition of C. Similarly, if s = a−1
0 a for

some a ∈ C then (Ba ∩Ba0)a−1
0 ⊂ Ba−1

0 a ∩B = Bs ∩B and again the

claim follows from the definition of C.

The definition of f combines with (10.3.1) and (10.3.7) to imply that

for every s ∈ S we have |A(Bs ∩B)| ≥ (1− 1
2m )f(λ)|A|, and hence

|ABs ∩AB| ≥ |A(Bh ∩B)|

≥
(

1− 1

2m

)
f(λ)|A| ≥

(
1− 1

2m

)
|AB|

by (10.3.3). This means in particular that |ABs4AB| ≤ 1
m |AB| for

every s ∈ S, and hence, by Lemma 10.3.2 and the triangle inequality,

that |ABx4AB| ≤ |AB| for every x ∈ Sm, which means that

|ABx ∩AB| ≥ |AB|
2

for every x ∈ Sm. However, this means in particular that |ABx∩AB| ≥
1 for every x ∈ Sm, and hence that Sm ⊂ A4. We also have |S| ≥
exp(−KO(m))|A| by (10.3.6), and so the proposition is satisfied.

10.4 Approximate Subgroups of Complex Linear
Groups

In this section we complete the proof of Theorem 10.1.1. Showing that

a large piece of A does not contain a generating set of a free group does

not turn out to be too difficult. The spirit of this statement is captured

by the following result, which shows that generating sets of free groups

always force a certain amount of growth.

Lemma 10.4.1 Let G be a group, and suppose that x1, x2 ∈ G generate

a non-abelian free subgroup. Write X = {x±1
1 , x±1

2 }. Let A ⊂ G be finite.

Then |AX| ≥ 3|A|.

Proof Let T be a left transversal for the free group F = 〈x1, x2〉 in G

with 1 ∈ T , so that G = TF . For each g ∈ G let τ(g) ∈ T and ϕ(g) ∈ F
be the unique elements such that g = τ(g)ϕ(g). Note that ϕ(gy) = ϕ(g)y

for every g ∈ G and y ∈ F . This implies that, given g ∈ G, for three

of the four choices of y ∈ X the reduced-word representation of ϕ(gy)

is precisely the reduced-word representation of ϕ(g) with an additional
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y on the right. Given g ∈ G, write U(g) for the set of elements gy as y

ranges over these three choices of y ∈ X.

We claim that U(g)∩U(h) = ∅ whenever g and h are distinct elements

of G. Indeed, given u ∈ U(g), define w(u) to be the element of F obtained

by deleting the right-most element from the reduced-word representation

of ϕ(u), noting that w(u) is well defined by definition of U(g). We then

have g = τ(u)w(u), meaning we can recover g from u, which proves the

claim. Since AX ⊃
⋃
a∈A U(a), the claim in turn implies the lemma.

It is the next result that allows us to apply Lemma 10.4.1 to K-

approximate groups with K > 3.

Lemma 10.4.2 ([17, Proposition 2.2]) Let A be a finite K-approximate

group, and let m ∈ N. Then there exist symmetric subsets B ⊂ A5 and

S ⊂ A4 containing the identity with |B| ≥ |A| and

|S| ≥ exp(−KO(m logK))|A|

such that |BSm| ≤ 2|B|.

Proof Set r = d4 log2Ke. It follows from Proposition 10.3.1 that there

exists a symmetric set S containing the identity with

|S| ≥ exp(−KO(m logK))|A|

such that Sm ⊂ A4. Since

A ⊂ AS ⊂ AS2 ⊂ · · · ⊂ ASrm ⊂ A5

and |A5| ≤ K4|A| ≤ 2r|A|, there must exist j ∈ Z with 0 ≤ j < r such

that

|AS(j+1)m| ≤ 2r|ASjm|.

The lemma then follows with B = ASjm.

Proof of Theorem 10.1.1 We follow Breuillard, Green and Tao [17, The-

orem 1.3]. Applying Lemma 10.4.2 with m ∈ N the constant implied

by the notation On(1) in the conclusion of Theorem 10.2.2, we obtain

sets B ⊂ A5 and S ⊂ A4 containing the identity with |B| ≥ |A| and

|S| ≥ exp(−KOn(logK))|A| such that |BSm| ≤ 2|B|. Lemma 10.4.1

therefore implies that Sm does not contain any pair of generators for

a non-abelian free subgroup of GLn(C), and so Theorem 10.2.2 implies

that 〈S〉 is virtually soluble. Proposition 10.2.1 therefore implies that 〈S〉
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has a soluble subgroup H of index On(1), and so Lemma 2.6.2 implies

that

|A8 ∩H| �n |A4 ∩ S|
= |S|

≥ exp(−KOn(logK))|A|.

Lemma 7.1.5 therefore implies that there exists X ⊂ GLn(C) of size at

most exp(KOn(logK)) such that A ⊂ X(A2 ∩ H). The set A2 ∩ H is a

K3-approximate group by Proposition 2.6.5, and so the desired result

follows from Theorem 9.1.3.

Exercises

10.1 Use Theorem 4.1.3 to show that if A is a finite symmetric subset

of an abelian group G satisfying |A + A| ≤ K|A| then for each

m ∈ N there exists a finite symmetric set S ⊂ G containing the

identity such that |S| ≥ m−O(KO(1))|A| and mS ⊂ 4A. This im-

proves Proposition 10.3.1 for abelian groups, albeit by appealing to

a substantial theorem.
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Applications to Growth in Groups

11.1 Introduction

In this chapter we introduce some applications of approximate groups to

the topic of growth in groups. Growth is an important area of study, with

links to random walks in groups, differential geometry and geometric

group theory, and approximate groups turn out to provide a powerful

new means to investigate it.

Let G be a finitely generated group, and let S be a finite symmetric

generating set containing the identity. The growth of G with respect to S

refers to the rate at which the cardinalities |Sn| grow as n→∞. When

G = Zd with S the standard generating set, it is easy to see that there

exist constants c and C depending on d such that

cnd ≤ |nS| ≤ Cnd

(since we write Zd additively we have nS in place of Sn here). On the

other hand, if S is the standard generating set for the free group F2 then

the reader is invited to show in Exercise 11.2 that |Sn| = 2 · 3n − 1 for

every n ∈ N. These different possible growth rates are captured in the

following definitions.

Definition 11.1.1 (polynomial, exponential and intermediate growth)

Let G be a finitely generated group, and let S be a finite symmetric

generating set containing the identity.

• We say that G has polynomial growth (with respect to S) if there exist

C, d such that |Sn| ≤ Cnd for all n ∈ N; in this case we refer to d as

the degree of the polynomial growth.

• We say that G has exponential growth (with respect to S) if there

exists α > 1 such that |Sn| ≥ αn for all n ∈ N.

178
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• We say that G has intermediate growth (with respect to S) if it has

neither polynomial nor exponential growth.

Remarks

(i) The assumptions that S is symmetric and contains the identity,

which we make throughout this chapter, are not essential for the

theory but are notationally convenient. A particularly useful con-

sequence is that

S1 ⊂ S2 ⊂ . . .

and Sn ↗ G. When G is finite, a useful further consequence is

that there is some n such that Sn = G; this need not be the case

if S does not contain the identity, for example if G = Z/2Z and

S = {1}.
(ii) Note that |Sn| ≤ |S|n for every subset S of a group and every

n ∈ N, so that there is always an exponential upper bound on the

growth of any group.

(iii) We have seen straightforward examples of groups of polynomial

and exponential growth, but it is not obvious a priori that there

should exist groups of intermediate growth. It turns out that these

do exist, the first examples being the famous Grigorchuk groups.

We do not discuss them further in this book, but the interested

reader may consult [25, Chapter 8] for details.

The first thing to note about the notions given in Definition 11.1.1 is

that they do not depend on the choice of generating set, as follows.

Lemma 11.1.2 If a group G has polynomial growth of degree d with

respect to some finite generating set then it has polynomial growth of

degree d with respect to all finite generating sets. If it has exponential

growth with respect to some finite generating set then it has exponential

growth with respect to all finite generating sets.

Proof Let S1 and S2 be two generating sets for G. Since S1 is a gener-

ating set there exists k ∈ N such that S2 ⊂ Sk1 , and hence Sn2 ⊂ Skn1 for

every n ∈ N. In particular, if |Sn1 | ≤ Cnd then |Sn2 | ≤ (Ckd)nd, and so

polynomial growth of degree d with respect to S1 implies it with respect

to S2. On the other hand, if |Sn2 | ≥ αn for every n ∈ N then |Skn1 | ≥ αn
for every n ∈ N, which implies in particular that |Sn1 | ≥ (α1/2k)n for

every n ≥ k and |Sn1 | ≥ 2 ≥ (21/k)n for every n ≤ k. Thus exponential

growth with respect to S2 implies it with respect to S1.
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We may thus drop the phrase ‘with respect to S’ when referring to

the growth of a group.

In the next section we will also show that the notions of Defini-

tion 11.1.1 are stable under passing between a group and a subgroup

of finite index, as follows.

Proposition 11.1.3 Let G be a group and H a finite-index subgroup.

Then H is finitely generated if and only if G is. Moreover, in the event

that G and H are finitely generated, H has polynomial growth of degree d

if and only if G does, and exponential growth if and only if G does.

In this book we will be mainly concerned with groups of polynomial

growth, which arise naturally in various contexts, such as random walks

and non-negatively curved manifolds. It is straightforward to show that

nilpotent groups have polynomial growth, as follows.

Proposition 11.1.4 Let G be an s-step nilpotent group, and suppose

that X ⊂ G has size at most r ∈ N. Then |Xn| ≤ nOr,s(1) for every

n ≥ 2.

Proof We may assume that |X| = r and write X = {x1, . . . , xr}. Write

c1, . . . , cd for the ordered list of basic commutators in the xi of total

weight at most s. An element y ∈ Xn can be expressed as a string of

length n in the elements x1, . . . , xr, but not their inverses. We apply the

collecting process of Section 5.4 to such a string in order to write y in

the form c`11 · · · c
`d
d with `i ∈ Z.

This process uses only transformations of type 1, and results in only

positive powers of basic commutators, so `i ≥ 0 for each i. Moreover, a

basic commutator ck = [cj , ci] arising from this process can result only

from interchanging an instance of cj with an instance of ci, and each such

pair will be interchanged at most once. It therefore follows by induction

on k that `k ≤ n|χ(ck)| for each k. In particular, we have

Xn ⊂ {c`11 · · · c
`d
d : 0 ≤ `i ≤ n|χ(ci)|},

and the proposition follows.

It then follows from Proposition 11.1.3 that any group with a finite-

index nilpotent subgroup has polynomial growth (recall from Section 10.2

that we call such groups virtually nilpotent). Remarkably, it turns out

that the converse is also true, thanks to the following theorem of Gro-

mov.
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Theorem 11.1.5 (Gromov [36]) For every C > 0 and d ≥ 0 there

exists N = NC,d ∈ N such that if G is a group with a finite symmetric

generating set S containing the identity and satisfying |Sn| ≤ Cnd for

each n = 1, . . . , N then G contains an OC,d(1)-step nilpotent subgroup

of index at most OC,d(1). In particular, if G is a finitely generated group

of polynomial growth then G is virtually nilpotent.

Approximate groups arise quite naturally in the study of polynomial

growth; indeed, as we shall see in Lemma 11.3.2, if a group has polyno-

mial growth of degree d with respect to the generating set S then there

exist infinitely many n ∈ N for which Sn is an Od(1)-approximate group.

Building on work of Hrushovski [42], Breuillard, Green and Tao [18] ex-

ploited this and Theorem 7.1.1 to obtain the following version of Gro-

mov’s theorem.

Theorem 11.1.6 (Breuillard–Green–Tao [18, Corollary 11.5]) Given

d ≥ 0 there exists N = Nd such that if G is a group generated by a finite

symmetric set S containing the identity, and if

|Sn| ≤ nd|S| (11.1.1)

for some n ≥ N , then G is virtually Od(1)-step nilpotent.

The main aim of this chapter is to prove Theorem 11.1.6, which we do

in Section 11.3. By far the most substantial ingredient is Theorem 7.1.1,

which we do not prove in this book, and so the proof of Theorem 11.1.6

we give is a long way from self-contained. We do, though, give complete

details of its deduction from Theorem 7.1.1.

In Sections 11.4 and 11.6 we present some applications of Theorem

11.1.6.

Remarks There are two key points differentiating Theorem 11.1.6 from

Theorem 11.1.5. The first point is that in Theorem 11.1.6 the hypothesis

of a polynomial bound on |Sn| is only required to hold for a single value

of n. The second point is that in Theorem 11.1.6 the generating set S

may be arbitrarily large without violating the hypothesis of the theorem.

This is in contrast to Theorem 11.1.5, which requires in particular that

|S| ≤ C. The price of this is that whilst Theorem 11.1.5 gives a bound of

OC,d(1) on the the index of the nilpotent subgroup, in Theorem 11.1.6

this index can be arbitrarily large. To see that this is unavoidable, con-

sider the case in which H is a large non-abelian finite simple group, N is

a nilpotent group, G = H×N and S is the union of H and a generating

set for N .
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We invite the reader to show in Exercise 11.4 that if one replaces the

condition (11.1.1) in Theorem 11.1.6 with |Sn| ≤ Cnd then one can once

again bound the index of the nilpotent subgroup in terms of C and d

whilst still requiring only that such a bound hold for a single value of n.

11.2 Finite-Index Subgroups

In this section we present a number of results that are useful for com-

paring a group to its finite-index subgroups. Our main aim is to prove

Proposition 11.1.3, but we start with the following simple observation.

Lemma 11.2.1 Let G be a group with finite symmetric generating set

S containing the identity, and let H be a subgroup of index at least m ∈ N
in G. Then Sm−1 has non-empty intersection with at least m distinct

left cosets of H.

Proof If Sn+1H = SnH for a given n ≥ 0 then it follows by induction

that SrH = SnH for every r ≥ n, and hence that G = SnH. We may

therefore assume that H $ SH $ S2H $ · · · $ Sm−1H. This implies

that the number of left cosets of H having non-empty intersection with

Sn is strictly increasing for n = 0, 1, . . . ,m − 1, and so the lemma is

proved.

We now move on to Proposition 11.1.3, which shows that the no-

tions of finite generation and growth are stable under moving between

groups and their finite-index subgroups. Throughout we implicitly use

Lemma 11.1.2, which says that the growth rate does not depend on the

choice of generating set.

Proposition 11.2.2 Let G be a group, and let H be a subgroup of

index k ∈ N. Suppose that S is a finite symmetric generating set for G

containing the identity, and let X ⊂ Sk be the complete set of left-coset

representatives for H in G given by Lemma 11.2.1. Then for every n ≥ 2

we have Snk ⊂ X(H ∩ S3k)n−1. In particular, H ∩ S3k generates H.

Proof Since X is a complete set of left-coset representatives for N we

have S2k ⊂ XH, and since X ⊂ Sk this in fact implies that S2k ⊂
X(H ∩ S3k), which is the n = 2 case of the proposition. For n > 2 we
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then have

Snk = SkS(n−1)k

⊂ SkX(H ∩ S3k)n−2 (by induction)

⊂ S2k(H ∩ S3k)n−2 (since X ⊂ Sk)

⊂ X(H ∩ S3k)n−1 (by the case n = 2),

as required.

Proof of Proposition 11.1.3 If H is finitely generated by T , say, and

X is a complete set of left-coset representatives for H in G, then G is

finitely generated by T ∪X ∪X−1 and

|Tn| ≤ |(T ∪X ∪X−1)n|

for every n ∈ N. Conversely, if G is finitely generated by S, say, and k is

the index of H in G, then Proposition 11.2.2 implies that H is finitely

generated by H ∩ S3k and

|Sn| ≤ |Skn| ≤ k|(H ∩ S3k)n|

for every n ∈ N.

We close this section by noting the following useful trick, which allows

us, for example, to assume that the nilpotent subgroup of finite index

given by Gromov’s theorem is normal.

Lemma 11.2.3 Let G be a group and let H < G have index k ∈ N in G.

Then there exists a subgroup N < H with NCG such that [G : N ] ≤ kk.

Proof Take N =
⋂
gH∈G/H gHg

−1; it is easy to check that this is well

defined, normal and of the required index in G.

11.3 A Refinement of Gromov’s Theorem

The relevance of approximate groups to Gromov’s theorem comes from

the following fact.

Proposition 11.3.1 Let d > 0. Suppose that G is a group and S ⊂ G
is a finite symmetric subset containing the identity and satisfying |Sn| ≤
nd|S| for some n ≥ 312. Then there exists m ∈ N with n1/2 ≤ m ≤ 2n5/6

such that Sm is an eO(d)-approximate group.
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The main content of Proposition 11.3.1 is the following lemma.

Lemma 11.3.2 Let d > 0 and let q ∈ N. Then there exists K =

Kd,q such that if G is a group and S ⊂ G is a finite symmetric subset

containing the identity and satisfying |Sn| ≤ nd|S| for some n ≥ q12,

then there exists m ∈ N with bn1/2c ≤ m ≤ n5/6 such that |Sqm| ≤
K|Sm|. Indeed, we may take K = q4d.

Proof The assumption that n ≥ q12 implies that n1/12 ≥ q, and in

particular that there exists some r ∈ N such that

n3/4 ≤ qrbn1/2c ≤ n5/6. (11.3.1)

Suppose the lemma does not hold for a given value of K. This means in

particular that |Sqkbn1/2c| > K|Sqk−1bn1/2c| for every k = 1, . . . , r, and

hence that |Sbn5/6c| > Kr|Sbn1/2c|. However, it follows from (11.3.1) that

r ≥ 1
4 logq n (that is to say, r ≥ logq n

1/4), and hence that

|Sn| ≥ |Sbn
5/6c|

> K
1
4 logq n|Sbn

1/2c|

= n
1
4 logq K |Sbn

1/2c|

≥ n 1
4 logq K |S|,

which by the hypothesis of the lemma implies that K < q4d. The lemma

therefore holds with K = q4d, as claimed.

Proof of Proposition 11.3.1 Applying Lemma 11.3.2 with q = 3 gives

m ∈ N with bn1/2c ≤ m ≤ n5/6 such that |S3m| ≤ 34d|Sm| = eO(d)|Sm|.
Proposition 2.5.5 then implies that S2m is an eO(d)-approximate group,

as required.

Combining Proposition 11.3.1 with Theorem 7.1.1, it is fairly easy to

arrive at the following statement in the direction of Theorem 11.1.6.

Proposition 11.3.3 Given d > 0, there exists N = Nd such that if G

is a group generated by a finite symmetric set S containing the identity,

and if

|Sn| ≤ nd|S| (11.3.2)

for some n ≥ N , then there exist a subgroup C < G of index at most

Od(1) in G and a subgroup H C C with H ⊂ Sbn/2c such that C/H is

Od(1)-step nilpotent. Moreover, there exists n0 ∈ N with n1/2 ≤ n0 ≤ 1
2n

such that Sn0 is an eO(d)-approximate group.
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Proof Let N be a constant to be determined shortly, and suppose that

(11.3.2) holds for some n ≥ N . Provided N > 312, Proposition 11.3.1

implies that there exists n0 ∈ N with

n1/2 ≤ n0 ≤ 2n5/6 (11.3.3)

such that Sn0 is an eO(d)-approximate group. Theorem 7.1.1 then gives

a constant R = Rd ∈ N and subgroups H C C < G with

H ⊂ S4n0 (11.3.4)

such that C/H is Od(1)-step nilpotent and such that Sn0 is contained in

the union of at most R left cosets of C. Provided N ≥ R2, (11.3.3) then

implies that SR is contained in the union of at most R left cosets of C,

which by Lemma 11.2.1 implies that the index of C in G is at most R.

Finally, provided N ≥ 166, we have 2n5/6 ≤ 1
8n, and so (11.3.3) implies

that n0 ≤ 1
8n and (11.3.4) implies that H ⊂ Sbn/2c, as required.

The following lemma shows how to pass from Proposition 11.3.3 to

Theorem 11.1.6.

Lemma 11.3.4 Let G be a group with a finite normal subgroup H, and

suppose that G/H is s-step nilpotent. Then G has a subgroup of index

at most |H|! that is (s+ 1)-step nilpotent.

Proof The group G acts by conjugation on H, and the orbit-stabiliser

theorem applied to this action implies that CG(H) has index at most |H|!
in G. Since CG(H)/(CG(H)∩H) is nilpotent of step s and (CG(H)∩H)

is central in CG(H), the subgroup CG(H) is (s+ 1)-step nilpotent, and

the lemma is proved.

Proof of Theorem 11.1.6 Apply Proposition 11.3.3. Since H is finite,

Lemma 11.3.4 implies that C is virtually Od(1)-step nilpotent, and then

since [G : C] ≤ ∞ it follows that G itself is virtually Od(1)-step nilpo-

tent, as required.

11.4 Persistence of Polynomial Growth

Given a group G with a finite symmetric generating set S containing

the identity, if |Sn| ≤ nd|S| for some n ∈ N and d ≥ 0 we say that G

has polynomial growth of degree d at scale n with respect to S. The-

orem 11.1.6 shows that polynomial growth of degree d of a group G



186 Applications to Growth in Groups

at a single large enough scale n implies that G is virtually nilpotent.

We know from Propositions 11.1.4 and 11.1.3 that this in turn implies

that G exhibits polynomial growth of some degree d′ at all scales m ≥ n.

The following corollary of Theorem 11.1.6 shows that we can bound the

degree d′ of this subsequent polynomial growth in terms of d.

Corollary 11.4.1 (polynomial growth at one sufficiently large scale im-

plies polynomial growth at all subsequent scales; Breuillard–Green–Tao

[18, Corollary 11.9]) Given d > 0 there exists N = Nd such that if G

is a group generated by a finite symmetric set S containing the identity

and if

|Sn| ≤ nd|S| (11.4.1)

for some n ≥ N then |Sm| ≤ mOd(1)|S| for every m ≥ n.

Remark 11.4.2 Tao [67, Example 1.11] gives an example to show that

polynomial growth at subsequent scales given by Corollary 11.4.1 can

be of higher degree than d. Indeed, if

S =

(
1 [−n,n] [−n3,n3]
0 1 [−n,n]
0 0 1

)
⊂
(

1 Z Z
0 1 Z
0 0 1

)
then S satisfies |Sn| ≤ n3|S| regardless of the choice of n, but for any

fixed n we have |Sm| � m4 as m → ∞ (note that, although S is not

symmetric, this can be fixed by considering the set S ∪S−1 in its place;

we leave the details to the reader). Tessera and the author [69, Theo-

rem 1.11] have nonetheless shown that the degree of polynomial growth

at subsequent scales can be bounded by d if the assumption |Sn| ≤ nd|S|
is replaced with the stronger hypothesis |Sn| ≤ Cnd, confirming a con-

jecture of Benjamini.

The main difficulty of applying Theorem 11.1.6 in the proof of Corol-

lary 11.4.1 is to obtain a bound on |Sm| that is uniform over all groups

G and generating sets S satisfying (11.4.1). To overcome this we use the

following extension of Proposition 11.1.3

Proposition 11.4.3 Let G be a group with an s-step nilpotent subgroup

N of index at most k ∈ N, and suppose that X is a subset of G with

|X| ≤ r. Then |Xn| ≤ nOk,r,s(1) for all n ≥ 2.

Proof Since [〈X〉 : 〈X〉 ∩N ] ≤ [G : N ], we may assume for notational

convenience that 〈X〉 = G. Set S = X ∪ X−1 ∪ {1}. Lemma 11.2.1

implies that Sk contains a complete set Z of left-coset representatives

for N in G. Proposition 11.2.2 implies that for every n ∈ N we have
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Snk ⊂ Z(N ∩ S3k)n−1, and hence |Snk| ≤ k|(N ∩ S3k)n−1|. Since |N ∩
S3k| ≤ (3r)3k, we therefore have |Xn| ≤ |Sn| ≤ |Snk| ≤ knOr,k,s(1) by

Proposition 11.1.4, and the result follows.

Proof of Corollary 11.4.1 Proposition 11.3.3 and Lemma 11.2.3 give n0

with

n1/2 ≤ n0 ≤ 1
2n (11.4.2)

such that Sn0 is an eO(d)-approximate group, a normal subgroup C CG

of index at most Od(1) in G, a subgroup H0 CC with H0 ⊂ Sbn/2c, and

s �d 1 such that C/H0 is s-step nilpotent. Writing C1 < C2 < · · · for

the lower central series, it follows from Corollary 5.2.9 that Cs+1 ⊂ H0.

In particular, if we set H = Cs+1 then by definition of H0 we have

H ⊂ Sbn/2c. (11.4.3)

Note also that H is characteristic in C, and hence normal in G by

Lemma 1.5.2, and write π : G→ G/H for the quotient homomorphism.

Since Sn0 is an eO(d)-approximate group, there exists a set X of size

at most Od(1) such that S2n0 ⊂ XSn0 . It follows that Smn0 ⊂ XmSn0

for every m ∈ N, and hence that

π(Smn0) ⊂ π(X)mπ(Sn0) (11.4.4)

for every m ∈ N. We then have

|Smn0 | ≤ |H||π(Smn0)|
≤ |H||π(X)m||π(Sn0)| (by (11.4.4))

≤ |π(X)m||Sn| (by (11.4.2), (11.4.3) and Lemma 2.6.3)

≤ |π(X)m|nd|S| (by (11.4.1))

≤ |π(X)m|n2d
0 |S| (by (11.4.2))

for every m ∈ N. However, π(X) is a subset of G/H of size at most Od(1),

and G/H has an Od(1)-step nilpotent subgroup of index at most Od(1),

namely C/H. Proposition 11.4.3 therefore implies that there exists k =

kd such that |π(X)m| ≤ mk for every m ≥ 2. It follows that whenever

m ≥ 2 and 0 ≤ r < n0 we have

|Smn0+r| ≤ ((m+ 1)n0)k|S|
≤ (mn0)2k|S|.

Since n > 2n0, this implies that |Sm| ≤ m2k|S| for every m ≥ n, as

required.
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11.5 Diameters of Finite Groups

It is trivial that a finite group has polynomial growth and is virtually

nilpotent. Nonetheless, Theorem 11.1.5 and Proposition 11.3.3 still have

non-trivial content even when G is finite. When G is finite, a particular

value of n for which it is natural to seek to apply Proposition 11.3.3 is

the first n for which Sn = G. We call this n the diameter of G. Indeed,

if G is a finite group with a symmetric generating set S containing the

identity then the diameter diamS(G) of G with respect to S is defined

via

diamS(G) = min{n ∈ N : Sn = G}.

To say that S satisfies the hypothesis (11.3.2) of Proposition 11.3.3

for n = diamS(G) is to say that

diamS(G) ≥
(
|G|
|S|

)1/d

. (11.5.1)

For an explicit example of groups satisfying (11.5.1), consider the dis-

crete torus T dk of side length k and rank d, defined via T dk = (Z/kZ)d.

Let Sk,d be the generating set for T dk consisting of 0 and those elements

with one entry equal to ±1 and all other entries 0. Then it is easy to

check that

diamSk,d(T dk ) ≥ db 1
2kc, (11.5.2)

which is proportional to |T dk |1/d as k →∞ for fixed d.

In Exercise 11.7 we invite the reader to show that a finite nilpotent

group G also satisfies

diamS(G) ≥ |G|1/d

for some d depending only on the step of G and the size of the generating

set. Note that some dependence on the generating set is unavoidable

here, since an arbitrary finite group G will have diameter 1 if G itself

is taken to be the generating set. Nonetheless, writing r for the rank of

G, there is always a choice of symmetric generating set containing the

identity of size at most 2r + 1.

It turns out that, just like Gromov’s theorem for infinite groups of

polynomial growth, there is a converse to Exercise 11.7 stating that every

finite group satisfying (11.5.1) is close to nilpotent in some sense. This

result is due to Breuillard and the author [20, Theorem 4.1]. We make

the statement precise and invite the reader to prove it in Exercise 11.8.

In this section we concentrate on a related result concerning diameters
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of finite simple groups. A group G is said to be simple if its only normal

subgroups are {1} and G. A famous conjecture of Babai (see [1]) asserts

that there should exist constants a, b > 0 such that if G is an arbitrary

non-abelian finite simple group, and if S is a finite symmetric generating

set for G containing the identity, then diamS(G) ≤ a(log |A|)b.
As we shall describe briefly in the next section, Babai’s conjecture

is known to hold for certain classes of finite simple groups. However,

in general the best bound appears to be the following bound, due to

Breuillard and the author.

Corollary 11.5.1 ([20, Corollary 1.4]) For every ε > 0 there exists

λ > 0 depending only on ε such that if G is a non-abelian finite simple

group with a finite symmetric generating set S containing the identity

then diamS(G) ≤ max{(|G|/|S|)ε, λ}.

Before proving Corollary 11.5.1 we isolate a simple lemma.

Lemma 11.5.2 Let G be a finite group and let S be a finite symmetric

generating set for G containing the identity. Then diamS(G) < |G|.

Proof This follows from applying Lemma 11.2.1 with H = {1}.

Proof of Corollary 11.5.1 Let λ be a fixed constant depending only

on ε, to be determined as the proof progresses. Suppose that diamS(G) >

max{(|G|/|S|)ε, λ}. Writing n = diamS(G), the hypothesis means that

|Sn| < n1/ε, so provided λ is large enough we may apply Proposi-

tion 11.3.3 to obtain H C C < G with H ⊂ Sbn/2c and [G : C] ≤ Oε(1)

such that C/H is nilpotent of step at most Oε(1). If |G| is large enough

in terms of ε then Lemma 11.2.3 implies that C = G (as G simple);

Lemma 11.5.2 implies that this is the case if λ is large enough. This

means that H CG, and since H ⊂ Sdn/2e we have H 6= G, so it must be

that H = {1}. Thus G is nilpotent. Corollary 5.2.9 therefore implies that

the lower central series for G terminates at {1} in finitely many steps,

and so Proposition 5.2.4 implies that [G,G] 6= G. Since G is simple and

[G,G] CG, it follows that G is abelian, as required.

11.6 An Isoperimetric Inequality for Finite Groups

In this section we show how Corollary 11.4.1 can be used to derive a

so-called isoperimetric inequality for finite groups. The inequality is in

itself quite natural, but it is also has links to bounding resistances and
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studying random walks on vertex-transitive electric networks; for more

details and motivation regarding this aspect the reader may consult the

paper [4] of Benjamini and Kozma, or the forthcoming paper [70] of

Tessera and the author.

In order to state the inequality we are going to prove in this section,

we must first introduce some terminology. Given a group G with a finite

symmetric generating set S containing the identity, the boundary ∂A of

a subset A ⊂ G with respect to S is defined via

∂A = AS \A.

An isoperimetric inequality for G is a lower bound on |∂A| in terms of

|A|. For example, in the discrete torus T dk = (Z/kZ)d with S = Sk,d the

standard generating set we have

|∂A| �d |A|
d−1
d (11.6.1)

for every A ⊂ T dk with |A| ≤ 1
2 |T

d
k |. Moreover, it is easy to see that this

is the best possible bound, since the set nS satisfies |∂(nS)| �d |nS|
d−1
d .

In forthcoming work, Tessera and the author prove that the diameter

bound (11.5.2) on the discrete torus is by itself essentially enough to

deduce the isoperimetric inequality (11.6.1), as follows. This confirms a

conjecture of Benjamini and Kozma [4, Conjecture 4.1].

Theorem 11.6.1 ([70]) Let d ≥ 1, and suppose that G is a finite

group with a symmetric generating set S containing the identity such

that diamS(G) ≤ |G|1/d. Then for every subset A ⊂ Γ with |A| ≤ |Γ|/2
we have |∂A| �d |A|

d−1
d .

The proof of Theorem 11.6.1 rests on the version of Corollary 11.4.1

described in Remark 11.4.2, a proof of which is beyond the scope of this

book. Nonetheless, we can illustrate the idea by proving the following

variant of Theorem 11.6.1.

Corollary 11.6.2 (Breuillard–Green–Tao [18, Corollary 11.15]) There

exist b0 ≥ 0 and functions c, d : [b0,∞)→ [0,∞) with d(b)→∞ as b→
∞ such that, for any b ≥ b0, if G is a finite group with a symmetric gen-

erating set S containing the identity such that diamS(G) ≤ (|G|/|S|)1/b

then for every subset A ⊂ G with c(b)|S| ≤ |A| ≤ |G|/2 we have

|∂A| ≥ 1
16 |S|

1
d(b) |A|

d(b)−1
d(b) .

Tessera and the author optimise the function d in the forthcoming

paper [70], but that is beyond the scope of this book.
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The ability to deduce isoperimetric inequalities such as Theorem 11.6.1

and Corollary 11.6.2 from results about growth such as Corollary 11.4.1

comes from the following result.

Proposition 11.6.3 (Coulhon–Saloff-Coste) Let G be a finite group

with a symmetric generating set S containing the identity. Define φ :

[|G|]→ [diamS(G)] by setting

φ(n) = min{r ∈ N : |Sr| ≥ n}.

Then for every A ⊂ G with 1 ≤ |A| ≤ |G|/2 we have |A| ≤ 4φ(2|A|)|∂A|.

Proposition 11.6.3 shows that in order to prove Corollary 11.6.2 it is

sufficient to prove that φ(n) grows ‘slowly’ as n grows, or equivalently

that |Sr| grows ‘quickly’ as r grows. We achieve this through the follow-

ing consequence of Corollary 11.4.1.

Corollary 11.6.4 (Breuillard–Green–Tao [18, Corollary 11.10]) There

exist b0 ≥ 0 and functions d, r0 : [b0,∞)→ [0,∞) with d(b)→∞ as b→
∞ such that, for any b ≥ b0, if G is a finite group with a symmetric gen-

erating set S containing the identity such that diamS(G) ≤ (|G|/|S|)1/b

then |Sr| ≥ min{rd(b)|S|, |G|} for every r ≥ r0(b).

We start by proving Proposition 11.6.3, following the argument given

in [18]. After that we prove Corollary 11.6.4, before finally combining

them to prove Corollary 11.6.2.

In proving Proposition 11.6.3 we define a linear action of G on `1(G)

via g · f(x) = f(g−1x). Note that this action is an isometry for the `1

norm ‖ · ‖1, in the sense that

‖g · f‖1 = ‖f‖1 (11.6.2)

for every g ∈ G and f ∈ `1(G). Given a finite set B ⊂ G, we define the

linear operator MB : `1(G)→ `1(G) via

MB(f) = Eb∈B b · f.

Lemma 11.6.5 Let f ∈ `1(G). Then for every g ∈ G we have ‖g · f −
f‖1 ≤ |g|maxs∈S ‖s · f − f‖1. In particular, for every B ⊂ Sn we have

‖MB(f)− f‖1 ≤ nmaxs∈S ‖s · f − f‖1.
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Proof Writing g = s1 · · · sr with si ∈ S and r = |g|, the triangle in-

equality gives

‖g · f − f‖1 ≤
r∑
i=1

‖s1 · · · si · f − s1 · · · si−1f‖1

=

r∑
i=1

‖s1 · · · si−1(si · f − f)‖1

=

r∑
i=1

‖si · f − f‖1 by (11.6.2)

≤ rmax
s∈S
‖s · f − f‖1,

as required.

Lemma 11.6.6 Let A ⊂ G be a finite set and let s ∈ S. Then

|As4A| ≤ 2|∂A|.

Proof We have |As \ A| ≤ |∂A| by definition of |∂A|. On the other

hand, if x ∈ A \As then xs−1 ∈ As−1 \A ⊂ ∂A by symmetry of S, and

so A \ As ⊂ (∂A)s, giving |A \ As| ≤ |∂A| as well and completing the

proof.

Proof of Proposition 11.6.3 Following [18, Lemma 11.16], first note that,

writing 1A for the indicator function of A, we have

‖g · 1A − 1A‖1 = |gA4A|
= |A−1g−14A−1|

for every g ∈ G, and hence in particular

‖s−1 · 1A−1 − 1A−1‖1 ≤ |As4A|
≤ 2|∂A| (by Lemma 11.6.6).

Combined with Lemma 11.6.5, this implies that

‖MSr (1A−1)− 1A−1‖1 ≤ 2r|∂A| (11.6.3)

for every r ∈ N.

On the other hand, note that for every f ∈ `1(G) and every finite

subset B ⊂ G we have

‖MB(f)‖∞ ≤
‖f‖1
|B|

.
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This implies in particular that

‖MSr (1A−1)‖∞ ≤
|A|
|Sr|

.

If |Sr| ≥ 2|A|, which is to say if r ≥ φ(2|A|) (which is well defined for all

A with 1 ≤ |A| ≤ |G|/2), this in turn means that ‖MSr (1A−1)‖∞ ≤ 1
2 ,

and hence that

‖MSr (1A−1)− 1A−1‖1 ≥
|A|
2
.

Applying this in the case r = φ(2|A|) and combining it with (11.6.3)

then proves the proposition.

Proof of Corollary 11.6.4 For every b > 0, let Ub be the set of those d >

0 for which the constant implicit in theOd(1) notation of Corollary 11.4.1

can be taken to be 1
2b. Fix b0 so that 1

2b0 is a possible constant implicit

in that Od(1) notation when d = 1, so that Ub 6= ∅ for every b ≥ b0.

Then, for every b ≥ b0, set d(b) = 1
2 supUb, and define r0(b) ≥ 2 to be

the constant Nd(b) arising from Corollary 11.4.1, noting that d(b)→∞
as b→∞ by Corollary 11.4.1.

Let b ≥ b0 and r ≥ r0(b). Suppose that G is a finite group with a

symmetric generating set S such that diamS(G) > r and |Sr| < rd(b)|S|.
By definition of d, Corollary 11.4.1 implies that |Sm| < mb|S| for every

m ≥ r. In the particular case of m = diamS(G), this translates to

|G| < diamS(G)b|S|, and hence diamS(G) > (|G|/|S|)1/b. This proves

the corollary.

Proof of Corollary 11.6.2 Take b0, d and r0 as in Corollary 11.6.4, and

let φ be defined as in Proposition 11.6.3. Suppose that b ≥ b0. Corol-

lary 11.6.4 then implies that for every n ∈ N with r0(b)d(b)|S| ≤ n < |G|
we have

φ(n) ≤

⌈(
n

|S|

) 1
d(b)

⌉
≤ 2

(
n

|S|

) 1
d(b)

.

Combined with Proposition 11.6.3, this implies that for every A ⊂ G

with 1
2r0(b)d(b)|S| ≤ |A| ≤ |G|/2 we have

|∂A| ≥ 1
16 |S|

1
d(b) |A|1−

1
d(b) ,

as required.
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11.A Expansion in Special Linear Groups

In this appendix we briefly discuss applications of approximate groups

to expansion. Expansion is a property of considerable importance in a

number of contexts in pure and applied mathematics, and particularly

theoretical computer science. A detailed introduction to expansion is

beyond the scope of this book, but there are many excellent books and

surveys on expanders to which the reader could turn. For a thorough

general introduction to expanders, including a number of examples of

applications, the reader could in the first instance consult Hoory, Linial

and Wigderson’s survey [41]. For a detailed description of the topics

discussed in this appendix, see Tao’s book [66].

To motivate our discussion, first note that Proposition 11.3.3, and

hence Corollary 11.5.1, ultimately rest on Theorem 7.1.1, the bounds in

which are not good enough to imply Babai’s conjecture. It turns out,

however, that there are certain classes of finite simple groups for which

much stronger results than Theorem 7.1.1 are known and do lead to

Babai-type bounds.

In this appendix we focus on linear groups over finite fields. Given

a field K and n ∈ N, the special linear group SLn(K) is defined via

SLn(K) = {g ∈ GLn(K) : det g = 1}. The group SLn(K) is in general

not simple, since the centre Z(SLn(K)) consists of all those scalar trans-

formations contained in SLn(K). However, on quotienting by this centre

we arrive at the projective special linear group

PSLn(K) = SLn(K)/Z(SLn(K)),

which is a finite simple group whenever n ≥ 2 and K is finite (except if

n = 2 and K = F2 or F3).

In SLn(K) we have the following theorem, which was announced inde-

pendently by Breuillard, Green and Tao [15] and Pyber and Szabo [48]

within four hours of one another! It followed work of Helfgott [39, 40],

who had previously treated the special cases of SL2(Fp) and SL3(Fp).

Theorem 11.A.1 ([66, Theorem 1.5.1]) Let K be a finite field, let

n ≥ 2, and let A be a generating set for SLn(K). Suppose ε > 0 is

small enough depending only on n. Then either |A3| ≥ |A|1+ε or |A| ≥
|SLn(K)|1−On(ε).

In Exercise 11.9 we invite the reader to show that Theorem 11.A.1

implies Babai-type diameter bounds for SLn(K) and PSLn(K).

In fact, it turns out that Theorem 11.A.1 is also enough to prove the
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related property of expansion. At heart, expansion is really a property

of graphs, rather than groups. An expander graph is, roughly, a graph

that is both sparse and highly connected. More precisely, given a subset

A of a graph Γ, define the edge boundary ∂eA of A to be the set of edges

between A and Γ \ A. The expansion ratio or Cheeger constant h(Γ) of

a finite graph Γ is then defined via

h(Γ) = min
A⊂Γ:|A|≤|Γ|/2

|∂eA|
|A|

.

Given ε > 0 and d ∈ N, a family X of finite graphs is said to be a family

of (d, ε)-expanders, if h(Γ) ≥ ε for every Γ ∈ X, if each vertex of each

graph in X has degree at most d, and if supΓ∈X |Γ| = ∞. We say that

X is a family of expanders if there exist some ε > 0 and d ∈ N such that

X is a family of (d, ε)-expanders.

The lower bound on h(Γ) for Γ ∈ X provides the sense in which

expander families are highly connected. On the other hand, the upper

bound on the degrees of the vertices means that the number of edges

in a graph Γ ∈ X is at most linear in |Γ|, which is asymptotically as

sparse as one could hope to make a family of connected graphs. The

requirement that supΓ∈X |Γ| = ∞ exists to prevent every finite family

of graphs from trivially being a family of expanders.

To give a simple reason why families of expanders are of interest,

note that sparsity and high connectivity are both desirable properties

of communication or transport networks, but are intuitively difficult to

achieve simultaneously.

One of the difficulties of the theory of expander graphs is to construct

families of expanders, and it turns out that such families can be con-

structed using groups. A very natural way of obtaining a graph from

a group is via a construction called a Cayley graph. Given a group G

with a symmetric generating set S, the Cayley graph Γ(G,S) of G with

respect to S is the graph whose vertices are the elements of G, with an

edge between x ∈ G and y ∈ G if there exists s ∈ S such that x = ys.

It turns out that, using a remarkable argument developed by Bourgain

and Gamburd, Theorem 11.A.1 can be used to prove that certain fami-

lies of Cayley graphs of SLn(Z/pZ) with p prime are expander families.

Indeed, Theorem 11.A.1 and this argument show that, given a generat-

ing set S of SLn(Z), if we write Sp for the image of S in SLn(Z/pZ) then

the Cayley graphs Γ(SLn(Z/pZ), Sp) with p prime form a family of ex-

panders. See Green’s survey [33] for an excellent sketch of the Bourgain–

Gamburd argument; see Tao’s book [66] or Pyber and Szabo’s paper [49]
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for fuller details. It is well known (see [20, Lemma 5.1], for example) that

this implies in particular the bounds diamSp(SLn(Z/pZ))�n,S log p.

Exercises

11.1 Show that an infinite finitely generated group has at least linear

growth, in the sense that for every infinite group G generated by

a finite set S there exists c > 0 such that |Sn| ≥ cn.

11.2 Let F be the free group on generators x, y, and let S = {1, x, x−1,

y, y−1}. Show that |Sn| = 2 · 3n − 1 for every n ∈ N.

11.3

(a) Show that for every K ≥ 1 there exists N = NK such

that if G is a group generated by a finite symmetric set

S containing the identity, and if A is a finite subset of G

satisfying A ⊃ SN and |A2| ≤ K|A|, then there exists a

finite normal subgroup HCG and a normal subgroup CCG
of index at most OK(1) such that C/H is nilpotent of rank

and step at most OK(1).

(b) Show that if A is assumed to be a K-approximate group in

part (a) then we may conclude, in addition, that A4 contains

H and a generating set for C.

(c) Verify that the results of each of parts (a) and (b) refine

Theorem 11.1.6.

11.4 Show that for every C > 0 and d ≥ 0 there exists N = Nd
such that if G is a group generated by a finite symmetric set

S containing the identity, and if |Sn| ≤ Cnd for some n ≥ N ,

then G has an Od(1)-step nilpotent subgroup of index at most

Od((Cn
d)!).

11.5 Show that there exists an absolute constant c > 0 such that if G is

a residually nilpotent group with finite symmetric generating set S

containing the identity, and if there exists n > 1 such that |Sn| ≤
nc log logn, then G contains a (log n)-step nilpotent subgroup of

index On(1).

11.6 Show that for each d ∈ N there exists a constant c = cd > 0 such

that if G is a soluble subgroup of GLd(C) with a finite symmetric

generating set S containing the identity and satisfying |Sn| ≤
nc logn|S| for some n ≥ 2, then G is virtually d-step nilpotent.
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11.7 Let G be a finite s-step nilpotent group generated by a symmet-

ric subset S containing the identity. Show that there exists ε =

ε(s, |S|) > 0 depending only on s and |S| such that diamS(G) ≥
|G|ε. Hint: Show first that if G is a nilpotent group of rank r and

step s then |G/[G,G]| ≥ |G|Ωr,s(1).

11.8 Let G be a finite group generated by a symmetric subset S con-

taining the identity such that

diamS(G) ≥
(
|G|
|S|

)1/d

.

Show that, provided diamS(G) is large enough in terms of ε only,

the following hold.

(a) G has a normal subgroup H contained in SbdiamS(G)1/2c such

that G/H has a nilpotent subgroup of index, rank and step

at most Oε(1).

(b) G has a normal subgroup H contained in SbdiamS(G)3/4c such

thatG/H has an abelian subgroup of index and rank at most

Oε(1).

11.9 Deduce from Theorem 11.A.1 that if K is a finite field and S is a

symmetric generating set containing the identity in SLn(K) then

diamS(SLn(K))�n logOd(1) |K|. Conclude that such a statement

also holds with SLn(K) replaced by PSLn(K).

11.10 Let G be a group with a symmetric generating set S containing

the identity, let H be a subgroup of G, and let T be a subset of

G containing the identity such that HT = G. Show that the set

Y = {h ∈ H : ∃ s ∈ S, t ∈ T, u ∈ T such that h = tsu−1)}

generates H. Deduce that Proposition 11.2.2 can be strengthened

to say that if H has index k ∈ N in G then S2k+1∩H generates H.

11.11 Suppose that G is a finitely generated group of rank at most r,

and that H CG is a normal subgroup of size at most k such that

G/H is s-step nilpotent. Show that G has an s-step nilpotent

subgroup of index at most Or,k,s(1). This is a partial refinement

of Lemma 11.3.4. Hint: Use Exercise 5.2.
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[61] E. Szemerédi, On sets of integers containing no k elements in arithmetic
progression. Acta Arith., 27 (1975), 199–245.

[62] T. Tao, Product set estimates for non-commutative groups. Combinator-
ica, 28(5) (2008), 547–594.

[63] T. Tao, The sum-product phenomenon in arbitrary rings. Contrib. Dis-
crete Math., 4(2) (2009), 59–82.

[64] T. Tao, An elementary non-commutative Freiman theorem. Avail-
able at https://terrytao.wordpress.com/2009/11/10/an-elementary-non-
commutative-freiman-theorem/

[65] T. Tao, Freiman’s theorem for solvable groups. Contrib. Discrete Math.,
5(2) (2010), 137–184.

[66] T. Tao, Expansion in Finite Simple Groups of Lie Type, Graduate Studies
in Mathematics, vol. 164 (Providence, RI: Amer. Math. Soc., 2015).

[67] T. Tao, Inverse theorems for sets and measures of polynomial growth.
Q. J. Math., 68(1) (2017), 13–57.

[68] T. Tao and V. H. Vu, Additive Combinatorics, Cambridge Studies in Ad-
vanced Mathematics, vol. 105 (Cambridge: Cambridge University Press,
2006).

[69] R. Tessera and M. C. H. Tointon, Properness of nilprogressions and the
persistence of polynomial growth of given degree. Discrete Anal. (2018),
article no. 17.

[70] R. Tessera and M. C. H. Tointon, Sharp relations between volume growth,
isoperimetry and resistance in vertex-transitive graphs. In preparation.

[71] J. Tits, Free subgroups in linear groups. J. Algebra, 20 (1972), 250–270.
[72] M. C. H. Tointon, Freiman’s theorem in an arbitrary nilpotent group.

Proc. Lond. Math. Soc. Ser. 3, 109 (2014), 318–352.
[73] M. C. H. Tointon, Approximate subgroups of residually nilpotent groups.

Math. Ann., 374 (2019), 499–515.
[74] M. C. H. Tointon, Polylogarithmic bounds in the nilpotent Freiman the-

orem. Preprint, arXiv:1812.06735. To appear in Math. Proc. Camb. Phil.
Soc.

[75] B. A. F. Wehrfritz, Infinite Linear Groups (Berlin: Springer-Verlag,
1973).

https://terrytao.wordpress.com/2009/11/10/an-elementary-non-commutative-freiman-theorem/
https://terrytao.wordpress.com/2009/11/10/an-elementary-non-commutative-freiman-theorem/


Index

additive energy, 12
normalised, 12

additive quadruple, 11

approximate group, 2, 22, 24, 26, 33,
131, 181

arbitrary, 130–132

central extension, 134, 145
complex linear, 170–177

infinite, 3

intersected with another approximate
group, see intersection of

approximate groups

nilpotent, 109–129, 134
residually nilpotent, 133–146

soluble, 148

soluble linear, 147–156, 168
under a Freiman homomorphism, 32,

34
under a homomorphism, 27

approximate subgroup, see approximate

group
arithmetic progression, 33

arithmetic–geometric mean inequality,

77
asymptotic bounds, 109–110, 148, 170

asymptotic notation, 6–7

Babai’s conjecture, 189, 194, 197
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of a group, 188

difference set, 1
discrete subgroup of Rd, 41

discrete torus, 188

dissociated subset of Ĝ, 72, 74–78
doubling, see doubling constant

small, see small doubling

doubling constant, 2
of a random set, see random set,

doubling constant of

effective bound, 131

expander graph, 4, 195

expansion, 193–196
expansion ratio, see Cheeger constant

expectation notation, 8

exponential growth, 178, 179

finite simple group, 189, 194

Fourier analysis, 59–66
Fourier coefficient, 60

Fourier transform, 60, 75

of a set, 61
free group, 5, 7, 133, 146, 171, 175, 196

free nilpotent group, 98

Freiman homomorphism, 30–32, 107
basic properties, 31

Freiman isomorphism, 30, 34
Freiman model, 30

of a set of small doubling in an

abelian group, 56, 66–69, 78–80
Freiman’s dimension lemma, 135
Freiman’s theorem

for sets of doubling less than 3
2

, 15

for sets of integers, 4, 78–79

Freiman–Green–Ruzsa theorem, 4, 39,
54

bounds, 55, 58, 79, 128

Fubini’s theorem, 10, 48
fundamental parallelopiped, 42

fundamental theorem of finitely

generated abelian groups, 9, 119

generalised arithmetic progression, see

progression
geometry of numbers, 40–49

Green–Ruzsa theorem, 55

Grigorchuk group, 179
Gromov’s theorem, 5, 181, 183–185,

188, 196

growth, 178–183
exponential, see exponential growth

intermediate, see intermediate growth
polynomial, see polynomial growth

Heisenberg group, 81

Helfgott’s product theorem, 4, 194
Helfgott–Lindenstrauss conjecture, 5

homomorphism of representations, 157

identity element, 8

inclusion representation, 157

indicator function, 8
ineffective bound, see effective bound

intermediate growth, 179

intersection of approximate groups, 29,
33, 34

irreducible action, 157
irreducible components of a

representation, 157

isomorphism of representations, 157
isoperimetric inequality, 189–193

Jensen’s inequality, 14
Jordan’s theorem for finite linear

groups, 148, 170, 171

K-approximate group, see approximate
group

K-approximate subgroup, see
approximate group

lattice, 41

basis, 41
determinant, 42

directional basis, 47
sublattice, 41

linear commutator, 90
linear commutator form, 104
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linear group, 5, 132, 147, 157

completely reducible, 157

imprimitive, 161
irreducible, 157

primitive, 161

projective special, 194
special, 194

lower central series, 86, 88

maximal subgroup, 117

Minkowski’s second theorem, 47, 51

multiplicative energy, 12, 14

nilpotence, see nilpotent group

nilpotent group, 5, 84–89, 134, 147
class, see nilpotent group, step

finite, 115, 129

polynomial growth of, 180
step, 85

nilpotent progression, 101

rank, 101
nilprogression, 84, 100–108

coset, see coset nilprogression

rank, 101
step, 101

non-abelian progression, 83, 101
rank, 101

normal closure, 9

normal series, 85, 137
normaliser, 9

ordered progression, 82

p-group, 115, 117–119, 129

Parseval’s identity, 61, 65, 70, 71, 75, 76

Petridis’s lemma, 17
Plünnecke–Ruzsa inequalities, 17, 74

Plancherel’s theorem, 60
polynomial Freiman–Ruzsa conjecture,

58

polynomial growth, 5, 178, 179, 185–187
of degree d at scale n, 185

primitive action, 161

product set, 1
iterated, 1

progression, 35, 36

non-abelian, see non-abelian
progression

ordered, see ordered progression

proper, 35

random set, doubling constant of, 1,
11–14

rank of a group, 9

representation, 157

completely reducible, 157
complex, 157

degree, 157

faithful, 157
imprimitive, 161

irreducible, 157, 158, 161
primitive, 161

subrepresentation, 157

representation theory, 156–167
residual properties of groups, 133

residually nilpotent group, 132, 133, 144

restriction (of a function to a
subdomain), 8

Ruzsa triangle inequality, 19, 23, 24

Ruzsa’s covering lemma, 21, 49, 56, 73

Schur’s lemma, 159

simple commutator, 85, 135
small doubling, 1, 2, 24, 26, 38

in abelian groups, 4, 54–80

small tripling, 24, 26, 101, 131
under homomorphisms, 27

under intersections, 29, 33, 34

soluble group, 5, 132, 147, 171
soluble linear group, 148, 169

finite, 167

irreducible, 163, 169
Solymosi’s sum–product theorem over

C, 150
squeezing lemma, 47

step

of a nilpotent group, see nilpotent
group, step

of a nilprogression, see nilprogression,

step
sum set, 1

iterated, 1, 16

sum–product theorem, 149–150
over C, see Solymosi’s sum–product

theorem over C
over a finite field, 4

symmetric convex body, 44

norm associated to, 51, 53
successive minima, 46

under a homomorphism, 45

system of imprimitivity, 161
minimal, 162

Tits alternative, 171
uniform, see uniform Tits alternative

transformation of type n, see collecting
transformation

tripling, see tripling constant
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small, see small tripling

tripling constant, 24

trivial commutator, 90

uniform Tits alternative, 170, 172

upper central series, 87, 88

virtual property of a group, 171

virtually nilpotent group, 180, 185, 197

polynomial growth of, 186
virtually soluble group, 171
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